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Abstract
Collectives, such as companies, are generally thought to be moral agents and hence capable of being held responsible for 
what they do. If collectives, being non-human, can be ascribed moral responsibility, then can we do the same for machines? 
Is it equally the case that machines, particularly intelligent machines, can be held morally responsible for what they choose 
to do? I consider the conditions required for moral responsibility, and argue that, in terms of the agency condition, artificial, 
non-human entities in general are excused from being responsible because, although they may choose their actions, the beliefs 
and desires that form the basis of their choices are predetermined by their designers, placing them in an analogous position 
to persons suffering covert manipulation. This creates a problem for collective responsibility, but I argue that collectives, 
through their supervention on human persons, represent an exception. Finally, I consider that the design of future machines 
may be sufficiently abstract and high-level as to fall below some threshold of influence, allowing machines enough freedom 
for us to hold them responsible.
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1 Introduction

In his novel, Klara and the Sun, Kazuo Ishiguro explores the 
complex emotional and moral relationships that may come to 
exist between human beings and intelligent machines. Klara, 
a humanoid robot with advanced artificial intelligence, is 
bought by the mother of a girl with a suspected fatal illness 
to be her companion. Klara carries out her role conscien-
tiously and with great care. Her intelligence permits her 
considerable autonomy in interpreting and carrying out her 
duties.

Klara comes to believe that a particular construction 
machine is responsible for the illness of the girl in her care, 
and that if the machine is destroyed, the girl will recover. 
However, the only means she has to destroy it is to give up 
part of her internal fluid, which is vital to her operation. 

Klara’s choice, therefore, is either to weaken herself by giv-
ing up some of her internal fluid to destroy the machine, but 
which will diminish her ability to care for the girl, or to carry 
out her duty of care undimmed but leave the machine she 
holds responsible for the girl’s illness to continue operating.

Ishiguro’s novel is a novelistic exploration of how we 
might react to the presence of intelligent but artificially 
created persons in our midst. Nonetheless, it sensitively 
portrays the kind of dilemmas concerning ascriptions of 
moral responsibility that we face, and will face more often, 
as machines1 with some form of intelligence become more 
and more common in our everyday lives. Whichever way she 
chooses, Klara causes harm to come about, either to herself, 
and by extension to the girl in her care, or to the machine 
and its owners. Who, though, is responsible for these harms? 
Ishiguro does not answer this question, but rather invites us 
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to consider our own emotional response to Klara as we see 
ourselves and the world through her eyes.

In this paper, I consider whether or not intelligent 
machines can be held morally responsible2 for their actions. 
This question is an important one. We are increasingly sub-
ject to the decisions and actions of machines with some form 
of intelligence. Self-driving cars, autonomous war robots, 
machine learning applications for border control, promo-
tion at work, and surveillance—these are all examples of 
machines that have the potential to cause us significant harm 
through the actions they choose.

The question of the moral responsibility of machines is 
also a difficult one, in large part because what it means to 
be morally responsible, or what it is that qualifies someone 
or something to be responsible, resists easy definition. We 
are clear that adult human beings of normal disposition and 
upbringing can be considered morally responsible, but what 
it is that makes them so is not so clear. Different aspects of 
adult humans such as their subjective experience of pleas-
ure and pain, their rationality, their consciousness and self-
awareness, for example, have all been used as the basis for 
arguments for their moral responsibility, and for denying the 
same to intelligent machines. Whether or not machines can 
be morally responsible, therefore, can sometimes appear to 
be simply a matter of what characteristic it is thought that 
responsibility is based on.

I will approach the question of the moral responsibility of 
machines differently. Instead of arguing for one or another 
characteristic of human persons as necessary for moral 
responsibility and that this is possible or not for machines, I 
will examine whether or not machines can be related in some 
way to other non-human and artificial entities that are gen-
erally considered to have moral responsibility. Collectives, 
such as corporations, are generally accepted to be, under cer-
tain conditions, responsible for their actions. Therefore, the 
specific question I will examine is whether or not machines 
can be related to suitably organised collectives, such that 
if collectives can be considered morally responsible, then 
machines can be too. I will concentrate on that requirement 
for moral responsibility that a person should be able to make 
free and voluntary choices about what do, and argue that 
artificial entities, such as collectives and machines, experi-
ence prior influence on their ability to choose in the form 
of their design, analogous to covert manipulation, which 
excuses them from responsibility. I will further argue that 
collectives, by their supervention on their human members 
in relation to their ability to choose, are sufficiently differ-
ent to machines that they are able to overcome this influ-
ence, and can therefore be considered morally responsible, 

whereas machines cannot. However, although I argue design 
of an artificial entity to represent a form of covert manipula-
tion, I will concede that a sufficiently weak design, if that is 
possible for formulate and distinguish, may allow sufficient 
freedom to admit responsibility.

My argument, in outline, will be as follows. First, I will 
put forward the conditions for moral responsibility and pre-
sent the case that collectives satisfy these conditions. I will 
then consider the same case for intelligent machines, but fol-
low that case with the objection that artificial entities cannot 
satisfy the control condition for responsibility because their 
design represents a form of covert manipulation. While this 
objection holds for machines, I further argue that collec-
tives are able to retain responsibility because of their human 
membership. After considering objections to this account, 
I end with the conclusion that, even though both collectives 
and intelligent machines are forms of non-human, artificial 
entities, the moral responsibility of collectives does not 
allow us to infer the same for machines, except in the case 
of weak design.

2  Conditions of moral responsibility 
and collectives

Conditions of moral responsibility Holding someone mor-
ally responsible means the satisfaction of the following three 
conditions:

1. that they are in control of their actions (the ‘control con-
dition’),

2. that they aim at performing that action (the ‘intentional-
ity condition’), and

3. that they know what they are doing and what will follow 
from their actions (the ‘knowledge condition’).

Satisfying the control condition means that an action 
is sufficiently within the control of the person that, coun-
terfactually, it would not have occurred but for their exer-
cise of free will to choose it and their capacity to carry out 
their will. Not only is the action actually available to them 
but it occurs from the free exercise of the person’s will. I 
might choose between spending money to buy a present for 
my wife or spending the same money on myself. Both are 
actions I can perform, in the sense that they are actually 
available to me, and, so long as my choice between them is 
free of undue influence, then the control condition is satis-
fied. On the other hand, coercion and manipulation of a per-
son, so that they choose an action they would not have freely 
chosen themselves, generally exempt them from responsibil-
ity. Such exemptions I will call negative excusing exceptions.

2 As will be made clear in the next section, I take moral responsibil-
ity to mean that an event can be assigned to a person’s agency such 
that they can be praised or blamed for the event.
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The second condition is the intentionality condition. We 
are not considered responsible for things that happen by 
accident or for those things that randomly occur. If I am 
holding a cup of coffee and someone not looking where they 
are going bumps into me, making me spill the coffee on an 
expensive carpet, I am not usually considered responsible 
for the damage caused, since the action does not follow from 
an intention to bring it about. However, if I deliberately tip 
the coffee on the carpet to damage it, in other words, if this 
is something I do intentionally or that I aim at, then I am 
responsible.

Related to the intentionality condition is the knowledge 
condition. A person who is morally responsible for the 
action they performed is taken to know what harms would 
follow from their action, by which I mean not only that they 
know what effect would causally follow from an action but 
also that the effect would be a harm. Moreover, they know 
of the concept of harm itself and are able to evaluate an 
effect as a harm.

If any of these responsibility conditions are unsatis-
fied in a person, then this affects our consideration of their 
moral responsibility. If the control condition is unsatisfied, 
for example, in a person who is coerced or blackmailed 
into doing something harmful, then they are not held to be 
responsible. They lack control over their actions, in the sense 
that the action did not occur as a result of an exercise of 
their free volition. Nor is a child, on the ground of their 
general lack of knowledge or awareness. A child may freely 
and intentionally perform some action, but they are not held 
responsible on the grounds that they lack full knowledge of 
the concept of harm or of the particular harm that follows 
from their action.

There are alternative formulations of these conditions. 
Fischer and Ravizza, for example, state them as the “free-
dom-relevant condition”, which concerns control, and 
the “cognitive condition”, which includes both the matter 
of what is aimed at and what is known.3 As Fischer and 
Ravizza point out, each of these conditions (in their formu-
lation) “corresponds roughly to … negative excusing con-
ditions” for saying someone is not responsible; either they 
were not in control of what happened, or it was not what 
they were aiming at, or they acted in ignorance.4 A similar 
formulation is also described by Pettit, as value sensitiv-
ity, having the control necessary to choose between actions, 
value relevance, being an autonomous agent who may face 
making a choice of action that may inflict harm or do good, 
and value judgement, having understanding and evidence 
necessary to make judgements.5

The Moral Responsibility of Collectives Human persons 
do not always act alone and by an individual act of will, nor 
do they always make decisions or choices alone or separately 
from others about what they will do. In our highly organised 
and structured societies, it is common for people to decide 
and act in concert in pursuit of some common goal that, 
typically, is best achieved or can only be achieved by work-
ing together. For example, the board of trustees of a char-
ity might decide on a new fundraising campaign, the senior 
management of a company might sign off on investment in 
a new factory, or the government of a nation state might 
declare war against another state.

Just as we ascribe moral responsibility to an individual 
human person for what they choose to do and the benefits or 
harms that follow from their choices, we wish also to do the 
same in many cases when people act together, as a collective 
or group, in pursuit of some collective aim. If an chemicals 
company dumps untreated waste into a river which poisons 
the river and kills its wildlife, we want someone or some-
thing to be responsible and to be held accountable. However, 
while we usually find it easy to decide who is responsible in 
the case of an individual human being, it is not so easy when 
dealing with a collective. If an individual to whom you have 
lent money reneges on the debt, you know who to blame, but 
if a company decides to dispose of chemical waste in a river 
to save money, where does responsibility lie?

In the case of the company that cuts costs at the expense 
of the environment, one possibility is to lay responsibility 
on the chief executive or some particular person within the 
organisation. This might be appropriate if the person identi-
fied had sole control, or dictated to others in the organisa-
tion what they were to do such that they had no choice but 
to obey. But in those cases where decisions are taken col-
lectively or require, as a necessity, some form of collective 
assent before an action can be taken, we are unable to locate 
moral responsibility in a single person. Moreover, if those 
individuals are bound by policy or statute in some form to 
make decisions in a particular way or towards a particular 
aim, then we are also unable to hold them morally responsi-
ble, singly or even jointly.

If we assume, then, that collectives such as corporations 
are morally responsible, how do they satisfy the responsibil-
ity conditions?

Condition 1, the control condition, states that an entity 
must have free will to choose an action and the capacity to 
carry it out. If a collective is to meet this condition, it must 
be able to (i) bring before itself those choices that are pos-
sible, (ii) evaluate them according to some criteria and make 
a choice on the basis of that evaluation, and (iii) execute that 
choice. Moreover, it must do so in a way that is not reducible 
solely to its human members.

Group theorists, such as French, List and Pettit, and 
Hess consider that some collectives are able to meet the 

3 Fischer and Ravizza [5], Introduction, pg. 8.
4 Fischer and Ravizza, ibid., pg. 8.
5 Pettit [22].
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control condition due to their organisational structures and 
schemes. French, for example, argues that corporations 
are moral agents due to their Corporate Internal Decision 
(CID) Structure, which is composed of an organisational 
flowchart laying out roles, relationships and responsibilities, 
and decision procedures in the form of policies that describe 
how decisions should be made.6 List and Pettit, in a simi-
lar vein, argue that formal and informal voting procedures 
result in a supervention of group or collective agency over 
human members of the group.7 Essentially, some collectives 
embody free agency in the sense that they harness the free 
agency of their human members within their structure. The 
means by which this occurs, I take as being through, follow-
ing List and Pettit, a supervention relation, resulting in an 
agent that is autonomous of its members and which is able to 
bring before itself possible options, evaluate them and make 
a choice, and then put it into effect.

A collective, such as a university or a company, therefore, 
can satisfy the control condition provided it has a suitable 
structure. Whether any particular collective does have a 
structure that allows the condition to be met will, however, 
be an empirical question.

Condition 2, the intentionality condition, requires that 
collectives are intentional in the sense of having represen-
tational mental states and for those representational states 
to be “about something” in the world. They have beliefs 
about the world, desires about how they want to the world 
to be, and the capacity to act on those beliefs to achieve 
those desires. To meet this condition, a collective does not 
need to have control over what its choices.8 It needs only 
to be able to represent the current state of the world, a goal 
representing the desired state of the world, and knowledge 
of what actions will achieve that goal. As it acts, the collec-
tive is able to amend its representational states in light of the 
changes it has made to the world.

Provided it has a suitable structure, for example, poli-
cies, organisational hierarchies and roles, mission state-
ments, budgets, and operational plans, a collective, such as 
a company, can meet the intentionality condition. As Hess 
argues, the structure of corporate agents embodies “a logi-
cally coherent set of commitments about fact and value—
about how the world is and what matters in it—that reliably 
guides action”.9

To meet Condition 3, collectives must be aware both of 
the concept of harm and of the harm that follows from the 
actions they pursue. The company that discharges chemical 

waste into a river, causing environmental damage, satisfies 
the knowledge responsibility condition if it knows of the 
concept of harm and knows that their action of dumping 
the waste causes harm. Knowing, in this latter sense, I take 
to mean that a collective can evaluate the relative values of 
the choices they face, choose between them on the basis of 
these values, and moreover, that these values incorporate 
what it means to harm. It is not difficult to see that the com-
pany dumping waste is capable of evaluating the choice of 
doing so against the choice of paying for a sustainable dis-
posal of its waste but at increased cost, that this evaluation 
can incorporate a notion of harm, and that the company is 
capable of deciding between different options taking into 
account this evaluation. Suitably organised collectives will 
codify notions of harm into policies and protocols drawn 
up by their human members, and represent their evaluation 
mechanisms as voting or decision procedures for committees 
or sub-groups within the collective. Hence, although the col-
lective is animated by its human members and supervenes on 
them, its concept of harm, the evaluation of different actions 
to understand what harms might follow, as well as the pro-
cedure for choosing between them based on that evaluation, 
belong to the collective itself.10

3  The parallel between collectives 
and intelligent machines

Intelligent machines I will use the term “machine” to refer to 
those things humans craft and use and that are able to oper-
ate on their own for some, possibly indefinite, period before 
human intervention becomes necessary, and which are cre-
ated to achieve some human-conceived goal. This is not a 
perfect definition—it will always be possible to find counter-
examples—but, hopefully, its intent is clear. Machines are 
things we bring into existence in order to meet our needs in 
a way that is, to some degree, independent of us.

In the context of machines, moral responsibility only 
really becomes a question when a machine possesses some 
form of intelligence or appears as intelligent to us. We do not 
think to ask if a machine can possibly be morally responsi-
ble if it is a steam train, a trouser press, or a piece of word 
processing software running on a laptop. But the question 
does become relevant if a machine has the capacity to make 
decisions, particularly if those decisions are made in a way 
that we have not clearly specified in advance or that we can-
not predict because there is some uncertainty that we require 
the machine to resolve by itself. For example, a machine that 6 French [9].

7 List and Pettot [18].
8 French’s notion of a corporation as a “Davidsonian agent” [9] 
includes intending to act as well as intentionality as I use it here, so 
would meet both the control and the intentionality condition.
9 Hess [12].

10 Pettit makes a similar point (Pettit, ibid., Section III) about group 
agents satisfying his value judgement condition for moral responsibil-
ity, and the interaction between a group’s organisation and its anima-
tion by human members who satisfy the condition in their own lives.
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decides who should receive a social security benefit and who 
should not, or who should be shortlisted for promotion in a 
company.

Not all decision-making qualifies a machine to be classed 
as intelligent. A thermostat, for example, makes decisions 
about when to turn the heating on based on the current and 
desired temperatures. But it is not considered intelligent. 
Thermostats are an example of quite the opposite, so-called 
“dumb” objects, “dumb” because they “blindly” follow 
precise rules. Machines start to appear intelligent when the 
goals they are given require qualitative decision-making or 
decisions involving some degree of uncertainty. For exam-
ple, an intelligent machine is able to decide what is the 
“best” way or the “best” time to do something.

It might be thought that I am specifically and only 
addressing artificial intelligence. I am not. However, I 
will base my definition on one given by Stuart Russell to 
define artificial intelligence11: an intelligent machine, in my 
account, is a machine that makes decisions about how best 
to achieve its goal. But how these decisions are made is not 
important. My definition of intelligent machine, therefore, 
subsumes the use of artificial intelligence as a means of 
making qualitative decisions or to implement the means of 
making such decisions.

The Parallel Between Collectives and Intelligent 
Machines A collective can be thought of as a non-human 
entity that comes into existence because of the activity and 
purpose of human persons. It also has a goal, which is the 
goal of the persons who brought it into existence, and the 
collective, through its structure and composition, decides on 
the best way to achieve that goal. A company is created by its 
founders for the purpose of creating profit, and, through its 
structure and operations, determines how it can best deploy 
its resources to maximise that profit. A university is founded 
by benefactors or the state to provide education, and decides 
through its various committees and management structures 
how best to provide that education.

In this sense, then, an intelligent machine is analogous 
to a collective. Both are non-human entities that are created 
by human persons for the purpose they specify, and which, 
by their human-specified structure, policies, and operation, 
work out the best way to achieve that human goal. If col-
lectives can be considered morally responsible, by meeting 
the responsibility conditions, then can we say the same for 
intelligent machines?

Applying the three responsibility conditions to intelligent 
machines, based on the similarity with collectives, appears 
to provide a prima facie case for their moral responsibility. 

Firstly, intelligent machines seem to exercise some control 
over what they choose to do. Through their interaction with 
the world, they are able to select those actions that are avail-
able to them and rank them according to some criteria to 
decide which action is most likely to result in goal success. 
This then becomes the machine’s choice, what it intends to 
do. Companies, for example, consider different choices of 
action to generate profit and evaluate and rank them by out-
come and degree of risk, and the way intelligent machines 
consider what actions to take would appear, at least on the 
face of it, to be a similar process. Hence, if suitable collec-
tives can meet the control condition, then so can suitable 
intelligent machines.

Secondly, machines interact with the world through input 
and output. Internal components, such as internal memory, 
file systems, and databases are capable of functionally act-
ing as the same intentional states, representing belief and 
desire, as collectives. They also employ input devices such 
as environmental sensors, keyboards, and microphones to 
gather input from the world, and use output devices such as 
displays and audio speakers to generate output to change the 
state of the world. Finally, just as collectives have internal 
decision procedures or voting systems, intelligent machines 
have processes and rules. Just as collectives meet the inten-
tionality condition, then, so do intelligent machines.

Thirdly, machines can also have a knowledge of harm and 
what harms may follow from their actions. Collectives can 
define and specify harms through such policies as equality 
and diversity policies, or anti-bribery policies. Similarly, 
machines can have coded within their structure and rules a 
concept of harm, or they might be shown examples of harm 
from which they can infer what harm “looks like”, some 
representation they can use in the future to detect that an 
action might cause harm, which can then form part of their 
evaluation process.

Intelligent machines, then, would appear to satisfy the 
responsibility conditions in similar manner to collectives. 
As non-human entities without phenomenal consciousness, 
designed and created by humans to fulfil human goals, if 
we accept the fulfilment of the responsibility conditions 
by collectives, we must surely do the same for intelligent 
machines.

This view is a functional one. In essence, it is the same 
argument as that made by List.12 Each responsibility condi-
tion is met by some feature of a machine that performs the 
same kind of function as a feature of a collective. Just as, 
for example, French discusses “suitably-organised” collec-
tives, to mean that a collective with the appropriate struc-
tures and operation to meet the responsibility conditions, 
we might also talk about “suitably-constituted” machines to 
mean the same thing. That where, for example, in the case 

11 Russell’s definition of artificial intelligence is as the field that 
studies how to build intelligent entities, “machines that can compute 
how to act effectively and safely in a wide variety of novel situations” 
(Russel [23], Chap. 1). 12 List [17], Sect. 5.3.
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of the control condition, a collective has an structure and 
appropriate internal decision procedures to allow the condi-
tion to be met, a machine has a structure and procedures, 
protocols and algorithms to allow it to operate in function-
ally the same way and equally satisfy the condition. And 
just as it is an empirical question to whether a collective 
is “suitably-organised”, it is also the case as to whether a 
machine is “suitably-constituted”. In both cases, the answer 
to this empirical question depends of the constitution of the 
collective or machine to say whether it is suitable or not.

The objection to machine responsibility from phenom-
enal consciousness The account I have given above seeks to 
establish a functional analogy between collectives and intel-
ligent machines in order to demonstrate that, just as collec-
tives satisfy the conditions of responsibility, so do intelligent 
machines. In the remainder of this paper, I will argue that 
this analogy does not hold in an important way concerning 
the control condition, and that, on the basis of that argument, 
intelligent machines cannot be morally responsible. How-
ever, there is another argument against the responsibility 
of machines that is ontological in nature, that they are not 
responsible because of something they are not. I will address 
this objection here and argue why it is wrong. It should be 
noted that each of the examples I give of this objection, with 
the exception of Collins, do not consider the functional anal-
ogy with collectives, and therefore apply to both machines 
and collectives.

The objection concerns the question of whether or not the 
sentience, consciousness or self-awareness13 that is found 
in human persons is necessary for responsibility. There are 
numerous instances of arguments against machine respon-
sibility, or the responsibility of “artificial agents”, based on 
their lack, in some sense or another, of phenomenal con-
sciousness.14 Moor, for example, in defining what he calls 
“full ethical agents”, those agents able to make and justify 
explicit moral judgements, associates them with the attrib-
utes of “consciousness, intentionality and free will”15 (a 
view that seems to be shared by Wallach and Allen).16 A 
similar argument is made by Parthemore and Whitby about 
what constitutes a morally responsible agent when they write 

that “a moral agent lacking in consciousness is a contradic-
tion”,17 as well as by Floridi and Sanders, who argue that 
moral agency should be considered separately from respon-
sibility, since machines (or “artificial agents”) can be sources 
of actions that can qualify for moral judgements but cannot 
be blamed because they “lack a psychological component”.18 
Véliz believes that “conscious experience, or sentience” is 
necessary to be a morally responsible agent, contending that 
“the main reason why algorithms can be neither autonomous 
nor accountable is that they lack sentience”, that algorithms 
are “moral zombies” that are “incoherent as moral agents 
because they lack the necessary moral understanding to be 
morally responsible”.19 Similarly, Collins argues against 
machine responsibility on the grounds that machines lack 
“moral self-awareness”, which she defines as “a phenomenal 
belief-like attitude … to the proposition ‘I will do wrong’”, 
although she accepts that suitably-organised collectives can 
nonetheless be responsible on the condition that there are 
human members of the collective that as a locus for such 
awareness.20,21

These arguments are essentially ontological in that they 
proceed with the aim of arguing what machines are not. The 
basic argument is:

 (i) only phenomenally conscious beings can be respon-
sible or are fit to be blamed;

 (ii) artificial agents, such as machines, are not phenom-
enally conscious;

 (iii) therefore, artificial agents are not responsible or fit 
for blame.

If this argument is true, then any attempt to assign respon-
sibility to machines, as well as to collectives, will fail.22 
However, I argue that it is not for two reasons.

Firstly, phenomenal consciousness is not sufficient for 
responsibility. There are examples of phenomenal con-
sciousness and self-awareness in human persons who we 
do not normally hold responsible for their actions, such as 
children and dementia patients. Such arguments also typi-
cally fail to consider cases of manipulation, in which the 
subject is conscious, sentient, morally self-aware, yet not 
responsible for the harms they do. Secondly, it is difficult to 
argue that phenomenal consciousness is necessary for moral 
responsibility when our everyday experience is considered. 
As I have argued elsewhere in this paper, when we deal with 

13 These terms are often used without being fully defined, but I will 
take sentience, consciousness, etc. to mean some form of, or derived 
from, phenomenal consciousness.
14 A similar argument in the context of collectives has been made by 
Baddorf [1]. For Baddorf, accountability is affective in a Strawsonian 
sense, it is an emotion of resentment and anger that seeks retribution 
or revenge in order to make the “offender realise what they have done 
to you”, and since collectives lack the capacity needed for such reali-
sation, they cannot be held accountable. However, ordinary practice 
shows that we do hold collectives to account, even though we know 
they do not in themselves possess consciousness.
15 Moor [19].
16 Wallach and Allen [27].

17 Parthemore and Whitby [21].
18 Floridi and Sanders [7], pg. 367.
19 Véliz [26], pg. 488.
20 Collins [3].
21 A similar argument is made by Bernáth [2].
22 See, for example, Tollon’s argument on the application of reactive 
attitudes towards AI [25].



AI and Ethics 

1 3

entities such as companies, we feel able to hold the company 
responsible, allot blame to it and exact retribution. If we 
think we have received a poor deal or bad customer service 
because of company practice or “company culture”, we do 
not consider contacting a different person in the company, 
we take our business elsewhere. If a company dumps raw 
sewage in a river, spoiling its natural habitat for wildlife, we 
protest and boycott its products and services. Yet we know 
the company itself is not phenomenally conscious. Phenom-
enal consciousness, then, is not necessary for responsibility 
or for blame23 in our everyday experience and practice.

This is not to say that in adult humans, consciousness, 
sentience, self-awareness in some form may play a role in 
establishing the capacity for moral responsibility. Instead, 
my claim is that they are not the only gatekeepers to moral 
responsibility, and we are justified in examining the possi-
bility of extending that role to non-human entities that lack 
consciousness.

An objection similar to the phenomenal consciousness 
objection is provided by Sparrow.24 Sparrow’s argument 
is that a machine cannot be held responsible for its action 
because it cannot suffer punishment in the way we require 
when we hold someone responsible. However, Sparrow’s 
argument takes a narrow view of punishment, its purposes, 
and the forms it might take relevant to the object of pun-
ishment. A company is non-human and cannot be said to 
experience punishment as a human person might. There is 
nothing that it is for a company to experience punishment. 
Yet we still punish companies.

These objections, therefore, do not succeed in denying 
responsibility to machines or any other form of artificial 
agent on the ontological grounds of lacking consciousness 
or being unable to suffer punishment.

4  The issue of control

In the previous section, I presented a prima facie argument, 
similar to that made by List,25 that collectives and intelli-
gent machines are functionally analogous in those ways that 
are relevant to satisfying the responsibility conditions, and 

that, therefore, just as suitably organised collectives possess 
moral responsibility, so do suitably constituted intelligent 
machines.

There is, however, a problem with the prima facie argu-
ment, which concerns negative excusing exceptions to moral 
responsibility. In the case of the first responsibility condi-
tion, the control condition, I will argue that collectives and 
intelligent machines are not functionally analogous due to 
the negative excusing condition of covert manipulation and 
that, while collectives are able to overcome this exception, 
machines cannot.

In the rest of this section, I will first discuss the relation-
ship between control, as I use it in the formulation of the 
control condition, intentional agency, and moral responsibil-
ity. I then consider the negative excusing exception of covert 
manipulation on responsibility by looking at how it affects 
how one freely chooses. Following that discussion, I argue 
that design of non-human artificial entities, such as collec-
tives and machines, is analogous to covert manipulation. 
However, I further argue that collectives are able to defeat 
the covert manipulation exception and retain responsibility, 
while machines cannot.

Control, Agency, and Responsibility Notwithstanding the 
other conditions for responsibility, we can only be responsi-
ble for what is within our control, in the sense of an exercise 
of our free will. Even though we can cause something to 
happen, if we do not do so of our own free volition, it cannot 
be said to be within our control. A hammer that hits the head 
of a nail causes the nail to sink deeper into the wood, but 
cannot be said to exercise control over that action. We can 
also intend something to happen, even intently desire that it 
happen, and then cause it to happen, yet still not be in control 
of what happens, if our intention and desire are planted in 
our minds by means of manipulation or if we are in the grip 
of some internal force, such as addiction.

Control is often mixed, in some arguments about respon-
sibility, with an entity being an intentional agent. In other 
words, the idea of intending to do something is conflated 
with the concept of intentionality. For example, French, List, 
and Laukyte, as well as Collins, use a notion of intentional 
agency that includes control. French defines corporations as 
agents that are “Davidsonian” in nature, meaning that they 
are agents that both intend their actions and their actions 
occur because their intentional mental state is directed 
towards that action, following Davidson’s argument about 
what actions an agent is responsible for.26 A person who 
spills coffee on a rug because they intend to, because this 
is what they have chosen to do, is an agent of their action 
in this sense, whereas someone who spills coffee on the 
rug because someone jiggled their hand is not. Intentional 
agency is often used, then, in a way that implies control, in 

23 It is worth considering, although I do not have space to do so 
here, that the objections all assume a fundamental symmetry between 
the giver and receiver of a phenomenological moral response, such 
as anger. Both must have phenomenal consciousness of some form. 
However, this does not rule out more asymmetrical relationships are 
possible provided the moral response can be translated into a form 
understandable by the receiver. In the case of companies that we boy-
cott, the boycott itself is the mechanism by which we hope our moral 
emotional response is translated into a form to which the non-phe-
nomenally conscious company can react.
24 Sparrow [24].
25 List, ibid. 26 Davidson [6].
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the sense that the intended spilling of coffee on the rug hap-
pens because the agent wanted it to happen, they chose of 
their own free will that particular course of action, and then 
brought it about through an intentional mental state.

As long as intentional agency is used for adult human 
persons, this conflation of control and intentional agency, in 
the sense of intending and aiming at something, is not neces-
sarily an issue. Where there is intentional agency but control 
is constrained or removed, it is usually seen as a matter of 
external constraint, such as coercion, or internal force, such 
as addiction. A bank employee is a full intentional agent, 
and, according to this definition, has the capacity for full 
control. His control means he is morally responsible for his 
actions, because he could freely, within perhaps the param-
eters of rationality and possibility, do otherwise. However, 
in a specific set of circumstances, his control over what he 
chooses to do may be constrained, for example, if criminals 
hold his family to ransom to force him to reveal the combina-
tion to the bank vault.

However, where an entity is not a human person, we 
cannot take the subsumption of control into intentional 
agency for granted. In other words, we cannot assume that 
intentional agency, for example, of the “Davidsonian” kind 
assumed by French, implies the same control enjoyed by 
adult humans. For example, it may be that certain artificial 
entities cannot make certain types of choices due to some 
innate aspect of their design. A university may be bound by 
covenants put in place by donors to act in a particular way, 
or a church may be constrained by articles of faith or sacred 
texts. Their degree of control, therefore, may not be the same 
as that of an adult human person, although their intentional 
agency will be equivalent. Hence, it will be important, when 
arguing for (or against) the assignment to other types of 
entity of the moral responsibility that we assume for adult 
human persons, to be aware of the differences, where they 
exist, in the degree of control that those entities possess.

Hence, I separate control from intentional agency in the 
responsibility conditions, not out of any disagreement about 
agency and control, but because I wish to emphasise the 
possibility of difference in this respect with human persons 
and the effect this may have on responsibility assignment to 
non-human entities. The essence of this difference, I argue, 
lies not in what may be chosen, which I will call the capacity 
of choice, but in the ability to choose.27

On the capacity of choice, the following example demon-
strates that, even when the capacity to choose is restricted 
for some reason, the agent can still be morally responsible. 

Suppose a person Y has alternatives for action, but that their 
actions are purposefully limited, in some covert way, by 
another person X to only those alternatives that X allows. If 
X wants Y to make another person, Z, suffer, then Y is free 
to choose any action that achieves that end. Y can choose 
what they do, so long as it meets X’s objective, and X will 
only step in if Y looks as if their intention is to do something 
that means Z will not suffer. Y can choose to blacken Z’s 
name, steal Z’s identity and empty their bank account, or 
some other action, but Y cannot do something that does not 
make Z suffer or that prevents Z from suffering. Similarly, 
suppose that X wants to make either Z or another person, 
such as W, suffer and does not mind who. Again, Y is free 
to choose, but their degree of control is limited to choosing 
which one suffers. In both these cases, Y can still be mor-
ally responsible since it is still possible that the action they 
choose is one that they genuinely want to choose.

Restricting capacity for free choice, by restricting what 
alternatives for action are possible or available, does not, 
therefore, eliminate the possibility for moral responsibility. 
Just as Y may be responsible in the first formulation of this 
problem, the same applies when we expand Y’s range of 
choice of action, so long as what is done is what the agent, 
Y, freely wanted to do.

Influencing or controlling the ability to choose, however, 
has a different consequence for responsibility. Suppose X, 
instead of limiting Y’s actions, manipulates Y’s intentions, 
making it impossible for Y to conceive of any other action 
than one that harms Z. Y’s control remains the same in terms 
of capacity, in terms of what actions may be chosen, but now 
differs in terms of ability. Due to X’s covert interference, Y 
is incapable of conceiving of any choice or entertaining any 
intention other than to harm Z. In this case, Y’s choice of 
action is not made freely; it is the result of manipulation by 
another, and so Y is not morally responsible. Y lacks control 
in a way that removes moral responsibility.

If we assume that X, rather than simply subtracting those 
intentions that Y may freely choose, instead positively sets, 
through manipulation of beliefs and desires, Y’s choices, 
then this case is an instance of Kane’s covert nonconstrain-
ing control (CNC),28 in which agents act in accordance with 
their beliefs and desires but have been manipulated by others 
to have exactly those beliefs and desires and hence to do 
what their controllers want.

Manipulation, design, and control in artificial, non-
human entities Kane’s CNC was intended to highlight the 
flaws in compatibilist notions of responsibility based on 
alternative possibilities, and to demonstrate that freedom 
of choice needs to take account of the source of actions, the 
will. It is not enough simply to say that some alternative 
action could have been done to establish the freedom that 

27 Johnson [13], in arguing against the moral agency of computer 
systems, also makes the lack of freedom of choice central to her argu-
ment. Although in her case, the inability to choose, in the sense of 
the inability to intend to do something, results from computer systems 
lacking mental states—a claim which is not part of my argument. 28 Kane [14], Chap. 5.
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underpins moral responsibility. Instead, freedom to choose 
alternatives must be located in a person’s will that is unaf-
fected by forces such as coercion and manipulation that con-
strain what and how they choose.

When it comes to non-human, artificial entities, covert 
nonconstraining control is also a concern, because what such 
artificial entities may choose, and the values, beliefs, and 
desires that are the basis for how they choose, are also sub-
ject to constraints, in the form of their design.

By their nature, artificial entities, including collectives 
and machines, are entities that are subject to some form 
of design. They are the deliberate and planned creation of 
human persons, who create the artificial entities with the 
aim of achieving some specified goal of those humans. The 
design will include a specification of the goal, as well as 
specifications of the procedures and processes to be used to 
achieve that goal. To have some assurance that the artificial 
entity will achieve the goal, they are created according to a 
plan or blueprint that includes how the entity will achieve 
it. A company, for example, will be created for the purpose 
of selling software products. Its founders will create a set 
of documents detailing the purposes of the goal, agree an 
organisational structure, an initial set of policies, and so on. 
A software application for facial recognition will be devel-
oped according to some initial design document laying out 
aims and objectives, a test specification, initial training and 
testing datasets, and a description of a methodology for cre-
ating the underlying algorithm to classify faces.

The influence of its design upon an artificial entity in 
terms of control is both to constrain what choices are con-
sidered to be available and to influence the ability to choose. 
A design can restrict what may be done, and hence affect 
capacity, as in the case of a university bound by its char-
ter and covenants to use its resources to educate. It cannot, 
for example, choose to turn its hand to gold mining. It also 
influences the values, beliefs, and desires of the entity. It 
determines what the entity will desire or seek, and what 
actions it will execute in order to achieve that desire. A facial 
recognition application created for the purpose of identify-
ing candidates for promotion in a workplace will have a set 
of beliefs about the world, desires about what world it wants 
to bring about, and knowledge of what actions, or what kind 
of actions, are available, derived from its design. This is a 
necessary consequence of what it means to be a machine. 
A machine exists, as an artificial creation, to achieve some 
human goal; the design of the machine must assure its crea-
tors that the machine will achieve that goal; in order to pro-
vide that assurance, the design must restrict the capacity of 
choice, through constraining control, and direct the machine 
in how to choose, through covert nonconstraining control. 
If the design does not do this, then it cannot provide the 
assurance to the creators of the machine that it will achieve 
their goal.

In a sense, non-human, artificial entities are predeter-
mined persons, in that they are intentional agents whose 
capacity of choice and ability to choose has been prede-
termined and preconfigured by others through their design, 
for the purpose of meeting the goals of those others. As 
such, artificial entities are analogous to human persons 
suffering covert nonconstraining control. A human person 
under covert manipulation is reflectively unaware that what 
makes them choose a particular action is not their own but 
implanted in them by others; a machine is unaware of its 
design, yet it is the design that is the source of what makes it 
choose a particular action. Covert manipulation of a human 
and the design of a machine are, therefore, analogous in the 
effect they have on the human’s and the machine’s ability 
to choose.

It follows, then, that just as covert manipulation of a 
human excuses them, the manipulative effect of the design 
is a permanent excusing exception to the moral responsibil-
ity of artificial entities. In other words, unless there is some 
mitigating factor that undoes or overcomes this exception, 
we must consider artificial entities, such as collectives and 
machines, as permanently suffering from covert manipula-
tion and therefore not responsible for what they do.

It might be asked if the prima facie case, and the func-
tional approach taken by, for example, List, can be amended 
to take into account such excusing conditions, but I do not 
think this is possible. The essence of the functional approach 
to machine responsibility is that the machine is deemed mor-
ally responsible purely on the basis of what is observable. 
List, for example, relies heavily on Dennett’s notion of the 
intentional stance,29 in which an entity is considered an 
intentional agent if it is observed to act as one. Such an 
approach would be unable to account for negative excusing 
exceptions to responsibility that are not observable, such 
as covert manipulation. So the prime facie case, and other 
functional approaches to machine responsibility, must be 
rejected.

A mitigating factor for collectives that preserves moral 
responsibility It would seem that the argument I have pre-
sented above means that no artificial entity of any kind can 
be held morally responsible. But this would seem to conflict 
with the general consensus that suitably organised collec-
tives do possess responsibility, as well as with our every-
day practice of holding collectives such as corporations to 
account.

In the case of collectives, however, there is a factor that 
mitigates against the influence of their design. A collective 
is composed of human members, and has, in its member-
ship, a source of free will and agency that is not subject to 
its design. The human members of the executive board of a 
company can, for example, revise its articles of association 

29 Dennett [4].
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or introduce new policies, that represent, for example, new 
goals on equality and diversity or on environmental sustaina-
bility, because beliefs and desires that they hold themselves.

What this illustrates is that the will of a collective is not 
wholly determined by its design, but, because of the super-
vention relationship on its members, who themselves pos-
sess free will that is not subject to the design, is also par-
tially free. And it is free not only in that it has the capacity, 
through this supervention, to consider choices beyond those 
permitted by its design, but also in its ability to choose, in 
that the values, beliefs and desires of the collective super-
vene on those of its members. What I claim is that manipula-
tion can only be considered a negative excusing exception 
to responsibility if the manipulation is total, but if it is only 
partial, as I argue it is in the case of collectives, then it can-
not act as an exception. A collective that has recourse to 
free will, through its supervention on human persons, has 
a capacity of choice and an ability to choose that would 
not be possible under total manipulation. Collectives, there-
fore, because they are composed of human persons cannot 
be excused from moral responsibility due to their design.

Machines and moral responsibility Machines, however, 
do not supervene on human persons. The components that 
constitute a machine, whatever their nature, do not include 
human beings. The components of a robot, for example, 
may include various articulated bits of hardware to provide 
a moving skeleton, a central processing unit, memory stor-
age, and input and output peripherals for vision and speech. 
A machine learning system will be composed of software 
that runs on a hardware platform. A machine may require 
a human administrator, may communicate its progress to a 
human supervisor, or provide its results to a human user, but 
these roles of humans with respect to machines—adminis-
trator, supervisor, and user—do not constitute a superven-
tion relationship, but rather an association relationship. A 
machine runs under the guidance of, and for the purpose of, 
human persons, but is not itself composed of human per-
sons. As a result, the will of a machine is entirely bound 
by its design, which is fixed and determined by its creators. 
Machines, therefore, are permanently excused from moral 
responsibility because of the manipulation imposed by their 
design.

It might be thought that, just as the executive board of a 
company can revise the articles of association and policies of 
the company, perhaps to allow different choices to be made 
or to represent different values or desires, users can have a 
machine revised, and that, if a machine can be revised just 
as a collective can be revised, then machines can also be 
responsible in the same way as collectives.

However, the possibility of revision of a machine’s design 
does not overcome the negative excusing effect of its design 
for two reasons. Firstly, the possibility of revision in the case 
of collectives is not what restores moral responsibility, but 

rather an effect. The restoration of responsibility lies primar-
ily in the supervention on the free will of the collective’s 
human members, not with what effects the supervention 
makes possible, such as revising company policies.

Secondly, it might be argued that the users and develop-
ers of the machine also have free will in exactly the same 
way as the collective’s members. In which case, the free 
will of the machine’s users and developers plays the same 
role in creating free will in the machine as the free will of 
the collective’s members in creating the free will of the col-
lective. This argument, however, is mistaken in the nature 
of the relationship between the machines and its users and 
developers, and the collective and its members. As I argued 
earlier, the machine is associated with a user or a devel-
oper, but does not supervene on them. Hence the free will 
of the human users and developers of the machine does not 
form part of the will of the machine. The machine remains 
entirely in thrall to its design.

In essence, the will of the collective includes the free will 
of its human members, but the will of the machine, while it 
may be affected by changes to its design due to the free will 
of its users and developers, does not include that free will 
when it makes choices. Collectives, as a result, satisfy the 
control condition for moral responsibility, while machines 
fail. The functional analogy between collectives and intel-
ligent machines, therefore, does not hold because of this 
difference. Collectives can be morally responsible because 
they are free to do otherwise. Machines, however, cannot be 
morally responsible, because their will cannot be free from 
the manipulation inherent in their design.30

5  Objections

I have argued that the functional analogy between collectives 
and intelligent machines does not hold for moral respon-
sibility. The design of an artificial entity is analogous to 
covert manipulation, which excuses moral responsibility 
by failing the control condition. In the case of collectives, 
there is a mitigating factor that allows collectives to retain 
their responsibility, but this factor is absent in the case of 
machines.

Here I will consider three objections against this argu-
ment. The first is that machines can freely choose within the 
scope of their design; the second, that machines can change 
their own code and that this represents a degree of self-
reflection that can overcome manipulation; and third, that 
a design may be sufficiently general or even weak enough 
to allow for the existence of free will. The first and second 

30 Having reached this conclusion, it is natural to ask “then who is?”, 
when the actions of machines lead to harm, but that further question 
is beyond the scope of this paper.
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objections I will dismiss, but the third I will consider signifi-
cant enough to allow for possible future ascriptions of moral 
responsibility to machines.

Machines can freely choose even within their design 
Floridi and Sanders31 have argued that artificial agents, 
agents that are created by humans and which possess suf-
ficient knowledge, intelligence and capacity to operate 
independently of them, can be considered sources of moral 
actions (which they term ‘moral agents’) because, among 
other things, they act freely. For Floridi and Sanders, arti-
ficial agents are “free in the sense of being non-determin-
istic systems”,32 and that “the agents … satisfy the usual 
counterfactual: they could have acted differently, and they 
could have chosen differently because they are interactive, 
informed, autonomous and adaptive”. By adaptivity, Floridi 
and Sanders mean the ability for an agent to change their 
own rules (which I will deal with as a separate objection 
below).

The essence of Floridi and Sanders’ argument is that 
machines can be considered free even within the scope and 
influence of their design, because some part of their deci-
sion-making is not wholly determined by their design. In 
their case, this source is non-determinism, which we might 
take as meaning randomness. It does not, I think, really mat-
ter what the origin of randomness is within the machine, 
nor even its purpose, so long as it represents some factor in 
decision-making such that decisions are not wholly deter-
mined by the design.

On the face of it, this seems a significant objection, since 
it argues that, even with a design, machines can still satisfy 
the control condition. What a machine actually chooses is 
not fixed by its design but depends on some other source. 
However, I argue that this objection is wrong for two 
reasons.

Firstly, randomness does not equate to intent. If the 
machine’s choice is between action A and action B, and A 
is chosen due to some random factor, this does not mean 
the machine intended to do A. A reply to this point might 
be that a person throwing a dice to decide between A and B 
is still responsible if the dice decides A and doing A results 
in harm. But in this case, the person chose to use the dice to 
make their decision. It was an application of their free will 
to rely on the outcome of the dice and then to do what the 
outcome of the dice roll indicated. This is not the case for 
the machine. The use of non-determinism, far from being 
the free choice of the machine, is an aspect of their design, 
as is the instruction to follow what the source of randomness 
indicates should be done.

Randomness, then, not only does not mean that the 
machine intends to do what randomness points to, but, even 

if it did, would not result in free will because the use of ran-
domness and the compulsion to follow what it points to, is a 
result of the manipulation by the design. Since my argument 
is that design is analogous to manipulation of intent, rather 
than that the design prescribes what should be done in every 
circumstance, it follows that this objection fails. Random-
ness does not allow the machine to be free of its design.

Secondly, non-determinism only affects what choice is to 
be made between those choices possible, not what choices 
are possible. Recall, from the discussion of control and 
manipulation, the case of X and Y. X manipulates Y such 
that Y can only do what X wants them to do. If X wants 
Y to harm Z, then they manipulate Y covertly such that Y 
harms Z unaware they are being manipulated. It seems to 
Y that they have chosen freely to harm Z, but due to X’s 
hidden interference, they could not have done otherwise. 
This remains true even if X’s interference is such that, as X 
wishes, Y has the choice of harming Z or W. Y is manipu-
lated, therefore, not just as the level of what they actually 
choose to do, but also in what choices they consider pos-
sible. Non-determinism does not overcome manipulation at 
this second level, in terms of what choices are possible.

Machines can change their design This objection is simi-
lar in nature to the counter-argument discussed in the previ-
ous section, in which claimed that the users and developers 
of a machine, in changing the design of a machine, end up 
creating free will in the machine in the same way that mem-
bers of a collective do. That counter-argument I dismissed on 
the grounds that it was not the ability to change design that 
created free will, but, for collectives, it was the superven-
tion relationship which is missing in the case of machines. 
Changing the design, whether it is by the machine’s users 
and developers or by the machine itself, does not satisfy the 
control condition and hence result in free will.

In response, it might be argued further that the fact that it 
is the machine changing its design that is significant in this 
case, since it represents a degree of self-reflection. Even 
if the machine is not phenomenally conscious, it could be 
argued that it can still normatively assess its operation and 
outcomes and reach the conclusion that a particular change 
is required to its own design. A computer virus, for exam-
ple, can modify itself when it assesses that its operation on 
the host machine has violated certain rules of anti-virus 
checkers.

However, this further objection also fails, since the nor-
mative evaluation of the machine of its design cannot be 
carried out beyond the scope and influence of the original 
design, which represents its manipulation. In other words, it 
cannot step outside its original manipulated state and freely 
evaluate itself. Any decision to modify its own design is 
done on the basis of that original design. In effect, what the 
machine would experience is an infinite regress of manipula-
tion on the basis of the original design.

31 Floridi and Sanders [7].
32 Floridi and Sanders, ibid. Sect. 3.2.3.
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Non-controlling Design One might suppose that it is pos-
sible to create a design for an artificial entity that does not 
constrain control or manipulate. However, as I argued ear-
lier, designs are by their nature constraining and manipu-
lating. A design represents a particular goal of the human 
persons who have commissioned and created the artificial 
entity, as well as the means to achieve that goal. For exam-
ple, a university with a covenant placed on its buildings 
stating that they can only be used for education cannot sell 
them to be turned into a shopping mall. A facial recognition 
system designed to classify faces, into those that may be 
lying and those may not be,33 cannot decide to introduce a 
new category, those that it likes, nor can it choose to disobey 
and stop classifying because it disagrees with the underlying 
methodology.

The specification of a goal of an artificial entity and the 
means to achieve it are in themselves the constraint and 
manipulation of the artificial entity. If the design did not 
constrain and manipulate, it would fail to fulfil its nature as 
a design. We could not be sure that the goal would be met; 
the artificial entity would then, in our eyes, be worthless as 
a vehicle for achieving our goal nor as an acceptable return 
on our investment in its creation. It is not possible, by defi-
nition, therefore, to create a design that is non-controlling.

A variation on this objection is that a design, rather than 
being non-controlling, could be sufficiently general in nature 
as to weaken its influence on the artificial entity sufficiently 
that the entity could be considered responsible for what it 
chooses to do.

Suppose a robot is created with the general goal of mak-
ing humans happy by being happy itself. We might addi-
tionally specify that the robot should learn for itself how 
to do this, by providing a general definition of happiness 
so that it can recognise it in others, and to learn in some 
way from those people it finds to be happy. When the robot 
then chooses some action, given the lack of specificity in the 
design, can we still excuse it from responsibility for what it 
in fact does?

The notion of a design that is sufficiently weak in terms of 
the manipulation it represents is, I think, a significant objec-
tion. It raises the possibility that there is some threshold of 
the influence exerted by design, beyond which the effect of 
its manipulation may, while steering the entity in a general 
direction concerning its choices, still leave enough space to 
allow the entity to be considered free enough to be respon-
sible. I will not argue here for how this threshold might be 

formulated or even the terms in which it may be under-
stood.34 I merely wish to suggest that such a threshold is 
conceivable, and hence that it is conceivable that machines, 
if their design were to place them above that threshold, could 
be considered morally responsible.

In the context of moral responsibility in general, Garnett35 
has made the case that a person can still be considered to act 
freely and be considered responsible even when what they 
do is caused by other persons. In a social context, we cannot 
be entirely free of the influence of others, such as educators, 
but we can, according to Garnett, have enough freedom, that 
there exists a threshold above which the influence of others 
is weak enough to allow sufficient freedom to live a decent 
life, where that includes being responsible for yourself. I 
suggest that Garnett’s notion of a threshold of manipulation 
is similar, although without the social setting, to the thresh-
old I have proposed here between the effects of strongly and 
weakly manipulative design on a machine.

6  Conclusion

My argument is that machines cannot be held morally 
responsible for what they do or for what they cause to come 
about, because they are in the same position as a human 
person suffering hidden manipulation or covert non-con-
straining control. Machines are in this position because, as 
a type of artificial entity, they are brought into existence and 
operate according to a design, which encapsulates a human 
goal and the means of achieving it. It is the design of an 
artificial entity, which is part of what it means to be artificial, 
that manipulates the entity and which excuses it from moral 
responsibility.

The argument made here applies to all artificial entities, 
since design is part of the ontology of artificial entities. 
However, in the case of collectives, I have furthered argued 
that there exists a mitigating factor that retains their respon-
sibility. Collectives are not wholly determined by their 
design, since they are composed of human members, whose 
will exists outside the scope and influence of the design of 
the collective. By means of the supervention of the collec-
tive upon its human membership, therefore, collectives can 
still freely consider their choices and be responsible for what 
they do.

Since this argument relates to technology we use or may 
come to use in everyday life, one might well ask how we 
could verify the questions asked about moral responsibility, 

33 Such a system, ADDS [20], was a key component of the EU-
funded project iBorderCtrl (https:// cordis. europa. eu/ proje ct/ id/ 
700626/ repor ting).

34 Nor do I mean to imply that any conceivable technology, such as 
Artificial General Intelligence, would represent such weakly general 
design.
35 Garnett [10].

https://cordis.europa.eu/project/id/700626/reporting
https://cordis.europa.eu/project/id/700626/reporting
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and the limitations of the answers given.36 I confess I do 
not know how one might verify questions relating to ascrip-
tion of moral responsibility concerning artificial entities, or 
whether it is possible. Our view of collectives, such as com-
panies, as being morally responsible, for example, seems 
largely a practice that has come about and which exists by 
consensus, rather than through verification. Regarding limi-
tations of this work, the dividing line between “strong” and 
“weak” design, the line between a design that is equivalent 
to manipulation that excuses responsibility, and a design that 
is weak enough to allow sufficient autonomy to allow for 
responsibility, is unclear. One important question concerns 
the terms in which this dividing line might be defined.

Ishiguro’s Klara, his intelligent, empathetic robot, can-
not by the argument made here be considered to be morally 
responsible for her choices. She may choose to harm herself, 
believing that it will save the girl in her care, or she may not. 
Either way, her consideration of possible choices and the 
basis on which she actually makes her choice are directly 
or indirectly an effect of her design. Her apparent freedom 
to choose is only apparent to herself. It is a product of the 
design formulated by her creators.

This conclusion, however, places Klara in our present, 
in which intelligent machines are created using designs that 
bind them tightly to specific goals. One possible objection 
to this conclusion is that it may be possible, in future, to 
design a machine in so general a way that it represents a 
level of manipulation weak enough as to permit freedom of 
will and hence re-admit moral responsibility for machines. 
The argument for or against this position is beyond the scope 
of this paper, and remains to be explored. If, however, this 
is at all possible, then Klara may yet still be responsible for 
her choice.

Open Access This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.
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