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Abstract

This paper briefly explains about the application of deep learning-based methods for biometric 
applications. This work attempts to solve the problem of limited availability of datasets which affects 
accuracy of the classifiers. This paper explores the iris recognition problem using a basic convolutional 
neural network model and hybrid deep learning models. The augmentations used to populate the dataset 
and their outputs are also shown in this study. An illustration of learned weights and the outputs of 
intermediary stages the network like convolution layer, normalization layer and activation layer are 
given to help better understanding of the process. The performance of the network is studied using 
accuracy and receiver operating characteristic curve. The empirical results of our experiments show 
that Adam based optimization is good at learning iris features using deep learning. Moreover, the hybrid 
deep learning network with SVM performs better in iris recognition with a maximum accuracy of 
97.8%. These experiments have also revealed that not all hybrid networks will give better performance 
as the hybrid deep learning network with KNN has given lesser accuracy.
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1. Introduction

In organizations, large territories, computer networks and even in personal space for varied 
applications, security has become a major concern. Hence, to ensure security authentication has become 
more important. Authentication is a method of proving our digital identity to a machine. Few traditional 
authentication methods are password, personal identification numbers and personal identity verification 
cards. All these methods either will cause a difficulty to remember or they are vulnerable to theft. An 
alternate solution which is widely used in recent years is the use of biometric features for authentication. 
The features may be biological or behavioural. These features characterize the individuals. They are 
more unique and does not change largely over their life span. Iris is one such biometric feature which 
is more stable and accurate for automated biometric recognition. It is made of interconnected web of 
tissues and muscle fibres. Mainly it contributes to tinted rings, crypts and furrows. This improves the 
textural patterns present in the iris region of each person. Hence, it is widely accepted and adapted in 
many automated authentication systems. 

Several machine learning techniques which give the machine the ability to learn without being 
explicitly programmed has become more established among researchers over the recent years. The first 
automated iris recognition was presented by Daugman [1] in 1993. In this the iris region is encoded into 
a compact sequence of 256 bytes using multi-scale 2D Gabor wavelet coefficients. The confidence 
levels of a given iris were computed using Exclusive-OR comparisons. This proved to be a rapid and 
reliable authentication process that can be employed using iris biometrics. Pre-dominantly, classical iris 
recognition process includes pre-processing the input iris image, localization, normalization, feature 
extraction and classification. In literature, there are several contributions to each of these stages for iris 
recognition. The binarized iris code of the traditional method is too large. Hence, to identify the optimal 



iris code, the problem is formulated as an optimization problem in [2]. Two really simple objective 
functions were used to reduce the bits of the iris code which is of much lesser significance. However, 
the introduced optimization increases the computation involved in calculating the encoded features. 

With many technology advancements, the sensors for capturing iris gets upgraded very often. 
Hence, it is not necessary that the sensor used in the training phase to be same as used in the validation 
or testing phase. In [3], J. K. Pillai et. al. have done extensive study on the influence of these cross 
sensors in iris recognition. They have developed a kernel learning based framework. A constraint-based 
optimization to adjust the performance limitations due to older sensor has been adapted through learning 
selected parameters. This improves the acceptance rate of the iris recognition. A cross spectral approach 
is tried by authors in [4]. This is done to extract more rich features from the iris region. A phase-only 
correlation and band-limited phase-only correlation method is introduced in the paper. As the phase 
information is more sensitive to artifacts present in the iris region, homomorphic filtering is done to 
alleviate this problem. However, due to non-linear intensity variation among cross spectrum, this 
method is not effective. Although, cross-spectral sensors provide ample information on iris feature, it 
was not successful. The problem of illumination variation in cross spectral sensor is addressed by 
Maulisa Oktiana et al. in [5]. It is done by Gradient faces-based normalization technique. Along with 
it, features were extracted using Difference of Gaussian filtering and Binary statistical image 
information. The scores of the classification from these three features are fused to get the final result. 
However, this method is also sensitive to specular reflections. 

All the traditional machine learning algorithms used hand-crafted features for the learning the 
information about the given iris. Even the employment of cross-spectral sensors was not giving 
satisfactory results in unconstrained environment. Moreover, all these features are computationally 
expensive and are not robust. Lately, deep learning has become more popular and gives promising 
results across varied applications. And these deep learning models does not require hand crafted 
features. The development of dedicated Complimentary Metal-Oxide Semiconductor (CMOS) iris 
sensor and development of compact Graphical Processing Unit (GPU) has attracted several researchers 
to contribute towards iris recognition using deep learning. GPUs consume more power than CPUs. In 
[6], authors have investigated the energy efficiency of GPU with application towards iris recognition. 
The hardware configuration along-with improvement of algorithm has reduced the energy consumption. 
It enables parallel processing on multiple cores. As a result, energy consumption is reduced because of 
reduced execution time. 

Few of the common deep learning architectures are Recurrent Neural Network, Convolutional 
Neural Network, Generative Adversarial Networks and Capsule Network. Pre-processing is the 
preliminary step in the learning process. It gives clear on the information on the subject to learn. Ming 
Liu et al. in [7] have suggested fuzzy based image enhancement. The use of triangular average filter 
and triangular median filter along with capsule network shows improvement in accuracy. On the 
contrary, other fuzzy membership functions for filtering is not explored to improve the accuracy further 
for practical implementation. Eduardo Ribeiro et al. in [8] have tried to bring super-resolution to make 
the iris region more informative. A comparative investigation on different methods to create a super-
resolution from a single iris image. Compared to Generative Adversarial Network (GAN), CNNs 
produce better resolution. However, maintaining a balance between preserving the edges and smoothing 
is challenging to achieve photo-realistic super-resolution. In [9], authors have used the contours and 
edges as iris signatures. A Deep Belief Network (DBN) along with variable rate multi-layer feed 
forward neural network is used in the classification unit. In hidden layers the weight update occurs 
through contrastive divergence method. The edge features have improved the performance at low signal 
to noise ratios. 

Capsule network and pre-trained network models are explored for iris recognition by authors 
in [10]. An adjusted dynamic routing algorithm is proposed to make the convergence during the learning 



process easier. This predicts the feature vector. Reconstruction of the images is done to show the 
versatility of the method. Pre-trained network along with dynamic routing displays better accuracy for 
iris recognition. The public datasets available for iris is usually limited. This causes challenges like 
overfitting and poor accuracy while validating deep learning architectures. The authors in [11], have 
proposed a special Generative Adversarial Network to augment available dataset. Image augmentation 
provides sufficient number of diversities among the training data. As the input image has periocular 
region during augmentation, it affects the performance of the classifier. Hence, the iris region was 
segmented and normalized and fed to the augmentation process. This enabled in providing better 
performance. Based on the depth information 3D models of iris were studied by authors in [12]. The 
depth information was computed using CNN model. The 3D rubber sheet maps of the iris produced 
better recognition than the 2D iris code. A discrete hashing method of generating iris code from the 
CNN features is used to reduce the bit size of the iris code in [13]. CNN along with the hashing method 
enhances the performance. A unified framework is worked upon by authors in [14] to develop a new 
deep learning-based iris recognition model. The iris region is segmented using masked R-CNN. The 
features are extracted from the normalized iris region using FeatNet. A triplet network and an extended 
loss function is used to learn the convolutional kernels of the FeatNet. With GPU, all the computations 
are faster. This greatly avoids the false accept rate. The deep features of the iris is taken using sparse 
filters on local patches and the whole picture in [15]. The likelihood of similarity is predicted by 
maximizing the likelihood. As they work on histogram from collaborative subspace of patch, the model 
may be inaccurate in different illumination conditions.

In forensics, during testing phase the iris may be captured from any image sensor. Hence, to 
have a better performance irrespective of the sensor, an identification model is used to find sensor used 
to capture the iris and appropriate enhancement method is used to before giving to the classifier. This 
method is extensively studied by authors in [16]. This method helps to ensure seamless interoperability 
for iris recognition. Transfer learning using pre-trained network models are investigated by authors in 
[17]. The CNN used in this model is able extract more complex features from the iris. Few shot learning 
can be more useful in iris biometrics as most of the public iris datasets have limited number of iris 
samples on each subject for training and testing. Among different pre-trained models, DenseNet 
provides better recognition results. A novel approach using filter bank was suggested by authors in [18]. 
The architecture is too complicated for training. But it shows promising results for recognition in cross 
sensor iris verification. Although, the training is time consuming, the testing can be extremely faster. 
To improvise on the limitation of softmax classification layer, a tight center loss function is used in the 
classification layer of the complex convolutional networks is suggested by authors in [19]. This helps 
the network learn more discriminant features. It reduces the false accept rate of the classifier. This 
method will be more beneficial for working on large iris datasets. 

Very little work is done on optimization of the network design through optimization. The 
constrained optimization method helps to attain an optimal network architecture with lesser 
computation. This method is investigated by authors in [20]. It reduces the false acceptance rate of the 
classifier. It also reduces the memory required for the implementation of deep learning architecture. 
This network helps to extract both optimal features and an optimal network design that works well for 
iris recognition. A similar end to end trainable deep neural network is experimented by Quingqiao Hu 
et al. in [21]. Shervin Minaee et al. [22], have studied in detail about a pre-trained network and its 
influence of different layers on the recognition accuracy. Ranjeet Srivastva et al [35] has also tried with 
pre-trained deep networks like ResNet and Densenet through transfer learning for ECG based biometric 
recognition. With minimalistic effort transfer learning also seems to be a good option in deep learning 
solutions. As it is not built for the target application, it cannot be directly adapted because it may have 
negative effect without optimization.

The EEG data captured from the brain was also used with deep learning methods by authors in 
[36]. This work includes models like convolutional and recurrent networks for biometric identification. 



It performed well above the traditional machine learning methods. A creative approach of converting 
1D time series data into 2D image data was used by authors in [37] for biometric identification using 
ECG. This enables in better feature extraction from the ECG signal for authentication. A 3D hand pose 
in air signature was used as biometric by authors in [38]. In iris biometrics, a lightweight deep learning 
model was given by authors in [39]. This model is fast in feature extraction and has lesser error in 
recognition. A cancellable type iris biometric was discussed by authors in [40] for cloud and stand alone 
based platforms. 

It is observed that the iris has more textural features and more robust to use in a biometric 
system. Several feature extraction methods along with machine learning methods have significantly 
contributed to the iris recognition. However, with large number of classes to recognize, the traditional 
machine learning has algorithmic constraints and solving them is more complex as the feature values 
are non-linear. With the advent of GPUs, the research in deep learning has proliferated and adds 
significant value to iris recognition. The success of deep learning has been in large number of layers 
chosen to form the learning network. However, more layers add up to the computation of the network 
weights. So, the challenge in deep learning is to find a suitable learning architecture with appropriate 
choice of hyperparameters for the relevant task it is assigned. 

This paper suggests few deep learning models that improves the performance of the classifier, 
more specific towards iris recognition. Unlike traditional iris recognition process, this does not include 
localization and normalization. Instead, a significant portion of the iris is cropped for deep feature 
extraction. It also studies the influences of different optimizer on the classifier performance. The 
performance is also compared with state-of-the-art methods to show its robustness. A similar work on 
iris recognition using deep learning architectures is discussed in articles [23-28].

The structure of the rest of the paper is as follows. Section 2 gives an overview of the proposed 
work. The pre-processing done to support the input iris image for further processing in the deep learning 
architecture is discussed in section 3. In section 4, the proposed convolutional neural network is 
discussed in detail. The architecture of the hybrid convolutional neural network is detailed in section 5. 
The methodology of the iris recognition using deep learning model is given in section 6. The numerical 
results of the proposed methods is analysed in section 7. The conclusions are given in section 7. 

2. Proposed work

Deep learning has been the state-of-the-art method used in various classification problem. The 
availability of a smaller number of samples per subject, has limited people from exploring the deep 
learning methods for iris recognition. Very lately, few articles are seen in deep learning for iris 
recognition. Since then, it has shown ample challenges to improve upon. This paper gives an elaborate 
detail on the deep learning architecture proposed for iris recognition application. The figure shows the 
block diagram of the proposed work. 



Figure 1. Block diagram of the proposed work

The iris images available in public databases are of varied dimensions. As this deep learning 
method involves convolution, it is expected to have images with dimensions having equal number of 
row and columns. Hence, the iris image cropped into a square image during pre-processing. Later it is 
recognized using three different deep learning architectures. The results of the classifier is compared 
using their performance metrics. Unlike other machine learning techniques, these deep learning 
methods involves several hyper-parameters that control the performance of the classifier. Hence, this 
work gives an clear idea on the steps involved in the convolution based deep learning architectures and 
their parameter selection to build a robust deep learning classifier.

3. Image cropping

In the image cropping step, the three-dimensional image is converted to two-dimensional image through 
gray scale conversion. Further the gray scale image is cropped into the size of square to be acceptable 
by the convolutional network. It also in a way locates the region of interest on the image from which 
further processing has to be done. Firstly, the 3-dimensional image of size MxNxZ is converted into 2 
dimensional image of size MxNx1. Next, around the center of the images (M/2,N/2) the image is 
cropped to a size of RxC. Usually, the R is taken equal to C to support convolution operation of our 
deep learning network. The center of the iris can also be located using some object detection techniques 
also. For simplicity, we have assumed the center of the image as the center of the iris. The sequence of 
steps involved in the pre-processing is given in figure 2. The resultant image is a square such that it 
supports image convolution.

Figure 2. Steps in pre-processing



4. Convolutional Neural Network Framework

There are several deep learning neural network architecture discussed in the literature. 
However, the Convolutional neural networks are more popular in recognition applications because of 
its ability to learn features at different hierarchical levels. This gradient based learning of deep neural 
network was suggested by Yann LeCun et al. in [29]. Traditional classifiers has a separate feature 
extractor and a separate trainable classifier. This architecture particularly eliminates the need of 
handcrafted features in a recognition system. It usually has an integrated feature encoder and classifier. 
These CNNs are multi-layer networks which has the ability to encode high dimensional non-linear 
information from a huge dataset through gradient descent.  It makes it more suitable for recognizing 
images with more complex iris patterns. The architecture of the proposed convolutional neural network 
is given in figure 3.

Figure 3. General Architecture of the Convolutional Neural Network

The architecture used in this paper has 15 layers. Figure shows the general architecture of the 
proposed CNN. It has three convolutional layers, batch normalization layers, and activation layer, two 
pooling layers and a one fully connected layer, softmax layer and output layer. The details of each layer 
in the network is given in table 1. All the learnable parameters in the network are adjusted using gradient 
descent approach such that the error is minimized. These networks are trained over a large number of 
iterations over a large dataset. The choice of each parameter can influence the parameter of the system. 
On passing an iris image into the architecture the corresponding neuron of the output layer will be 
excited. This helps the network to recognize who is that individual.

Table 1. Details of Enhanced Network configuration

Layer No. of 
filter

Filter size No. of 
Stride

Feature 
size

Learnable 
parameters

Total 
Learnable 

Parameters
Image Input - - - 240x240x1 - -

Convolution 1 8 3x3 2x2 120x120x8 Weights: 3x3x1x8
Bias: 1x1x8

80

Batch Normalization 1 - - - 120x120x8 Offset: 1x1x8
Scale: 1x1x8

16

ReLU 1 - - - 120x120x8 - -
Max Pooling 1 - 2x2 2x2 60x60x8 - -
Convolution 2 16 3x3 2x2 30x30x16 Weights: 3x3x8x16

Bias: 1x1x16
1168

Batch Normalization 2 - - - 30x30x16 Offset: 1x1x16
Scale: 1x1x16

32

ReLU 2 - - - 30x30x16 - -
Max Pooling 2 - 2x2 2x2 15x15x16 - -
Convolution 3 32 3x3 2x2 8x8x32 Weights: 3x3x16x32

Bias: 1x1x32
4640

Batch Normalization 3 - - - 8x8x32 Offset: 1x1x32
Scale: 1x1x32

64

ReLU 3 - - - 8x8x32 - -
Fully Connected - - - 1x1x224 Weights: 224x2048

Bias: 224x1
458976

SoftMax - - - 1x1x224 - -
Classification Output - - - - - -



The cascade of blocks in the proposed CNN architecture is given in figure 4.

Figure 4. Block diagram of the proposed CNN architecture

The functionality of each these blocks we will see in the following sections.

4.1 Convolutional Layer

In this layer, 2 dimensional kernels are learned during the learning phase. The coefficients of 
these kernels are oriented such that it encodes most of the information from the input image. During the 
testing phase, these learned kernels are used to extract fine information from the validation dataset. 

The important hyper-parameters associated with the CNN are the kernel size, number of 
kernels, stride and padding involved in the convolutional layers. These parameters greatly influence the 
performance of the system. 

Convolution is the process of finding the sum of dot products between the image and the kernel. 
Later the kernel is moved by a finite step size over the image to find the next convolution sum. The 
output of the convolution will be another image of new dimension. In other words, convolution in 2 
dimension is similar to spatial filtering. It is assumed that the kernel k is of size W x H, where W is the 
width and H is the height of the pixel, such that W = 2a+1 and H = 2b+1, a and b are positive integers. 
It is also assumed that the center of the kernel K(0,0) aligns over the pixel of the of image I at location 
(x,y). The convolution between an image I of size M x N and kernel K of size W x H is given as

C(x,y) =
a

∑
u = -a

b

∑
v = -b

K(u,v)I(x + u, y + v) (1)

The values of u and v are varied such that each pixel in K visits every pixel in I. The pixel by which we 
vary u and v is called the stride. During convolution operation the size of image is expected to have 
same number of rows and columns, i.e. M=N. Similarly, kernel is also expected to have same number 
of rows and columns, i.e. W=H.

Another technique which supports this convolution process is padding. It is introducing zeros 
around the border of the input image in order to maintain the aspect ratio of the resultant image after 
convolution. The size of the resultant image after convolution between image of size N x N x Z and 
kernel of size W x W x  asNc

[N, N, Z] * [W, W, ]Nc = [⌊N + 2p - W
s + 1⌋, ⌊N + 2p - W

s + 1⌋, Nf]  (2)

Where p is the number of padding, s is the stride length  is the number of kernel filters,  is the filter Nf Nc
depth and Z is the image depth. 



4.2 Batch Normalization Layer

The images from the convolutional layer is given as input to the normalization layer. Batch 
normalization is a transform applied to nullify the randomness or internal covariate shift in the 
convolutional weights. This helps to avoid vanishing or exploding gradient even at higher learning rate. 
It also helps to avoid overfitting. The introduction of batch normalization layer will improve the learning 
phase of the CNN. The statistical parameters like mean and variance obtained over a mini batch of the 
image dataset is used to normalize the images. After normalization the values are scaled by a factor γ 
and shifted by an offset of β.

4.3 Activation function Layer

The function of the activation layer is to perform mathematical operation on the incoming signal 
to identify the energy level of that node for that respective input. The images that come from the 
normalization layer is given as input to the activation layer. As there will be millions of for each sample 
data, the choice of activation function has to be done carefully. It helps to generalize the input images 
of a particular subject. The purpose of the activation layer is to introduce some non-linearity into the 
output so that the network get trained faster. In this architecture Rectified Linear Unit (ReLU) function 
is used as an activation function. The key benefit of this function it produces sparse outputs and avoids 
vanishing gradient. Because, gradient is more important in the learning process. If the gradient vanishes, 
the learning may not happen at the top layers. The output of the ReLU layer is given as

f(x) = max(0,x) (3)

There are also many other functions that belong to the ReLU family. The investigation on the 
performance of those function on CNN is beyond the scope of this paper.

4.4 Pooling Layer

Pooling layer is another essential block of the CNN. It helps to reduce sparsity and reduce the 
spatial size of the resultant images from previous layers. Since, we discard some information, it may 
badly affect the performance of the network. Hence, a proper pooling function has to be chosen to 
enhance the performance of the network. In this paper, max pooling is used. It highlights the key 
features present in the image and removes the low frequencies. The mask size and the stride determine 
the degree to which it reduces the spatial size of the image.

4.5 Fully connected layer

In fully connected layer all the neuron of the previous layer are connected and each neuron is 
connected with the neurons of the consecutive layer. Each node has a weight and bias associated with 
it. During the training phase, all these parameters are learned from the input image. It establishes the 
missing link between the feature extraction layers and the classifier layer. It represents the vital features 
of the corresponding input image. During the learning phase, these feature vectors are used to determine 
the loss function that will enable all other previous layers to train their respective weights. 

4.6 SoftMax Layer

It is the final activation layer prior to classification layer. It is a normalized exponential 
function. This helps to enlarge the boundary between the respective classes into which the classifier 
needs to operate. Prior to this layer the outputs may be negative. After applying the softmax function 
the output gets mapped into the rage (0,1). Each component of the SoftMax layer will add up to one as 
it is normalizes into a probability distribution. The softmax function is given as



σ(zi) =
ezi

∑n
i = 1ezi

(4)

Where n is maximum number of classes that the network is trained,  is the input value to the softmax zi
classifier corresponding to the ith output.

4.7 Classification Layer

Classification layer computes the probability to which class does the input image belongs to. The widely 
used function in the multi-class classification task is cross-entropy. The cross entropy is calculated as

Cross entropy of a class X =  - p(X)logq(X) (5)

Where p(X) is the probability of the class X in target and q(X) is the probability of the class X after 
prediction. If they are similar, it will result in more entropy.

4.8 Network Training

Training is an important phase in neural network-based classifiers. It will improve the 
recognition rate of the classifier. During the learning process the parameters of the individual layers are 
updated in unison with their respective class. It is all an automated process and does not need explicit 
programming. It usually takes in two phases, namely, the forward phase and the backward phase. 

During the forward phase the input iris image is passed to move through the complete network. 
All the information gained during the forward phase is stored in the memory for further update during 
the backward phase. Each forward phase will be followed by a backward phase. 

During the backward phase the cross-entropy loss is computed as gradient and backpropagated 
to update the respective weights. Each layer during the backward phase will receive a gradient of loss 
function with respect to its corresponding output and will return a loss function with respect to its 
corresponding input. In this paper two training methods are used to update the weights of the layers, 
namely stochastic gradient descent with momentum (SGDM) and adaptive moment estimation 
(ADAM). 

4.8.1 SGDM

SGDM is an improved version of stochastic gradient descent. The momentum is the key success 
of this method to maintain it by incorporation it as a function of previous momentum and current 
gradient. The momentum helps to generate high velocity in the direction of consistent gradient. Local 
minima problem is overcome by using past momentum. This greatly avoids jitters. The weight update 
using SGDM is given as

vn =  η * vn - α
d∑m

1 Lm(k)
dk

(6a)

kn + 1 = kn + vn (6b)

Where  is the loss function of the mini batch,  is the momentum coefficient,  is the retained Lm(k) η vn
gradient and  is the velocity component. The parameter α is taken as 0.99 and initial value of as vn η 
0.5.



4.8.2 ADAM

Adam is iterative approach to update the weights of the network proposed by Deiderik P. 
Kingma et. al in [31]. The key benefits of using this update method is that it is insensitive to noise on 
al large set of data, requires less memory and computationally efficient. It has a constant learning rate 
through the learning phase. The weight update using ADAM is given as

vn = vn - 1 * β1 - (1 - β1) * gn (7a)

sn = sn - 1 * β2 - (1 - β2) * g2
n (7b)

kn + 1 = kn - η
vn

sn + ɛ
* gn

(7c)

Where  is the learning rate,  is the exponential average of gradients,  is the exponential average η vn sn
squares of gradient.  is the gradient at instance n. The values of parameters are taken as , gn β1 = 0.9 β2

 and  for better results. = 0.99 ɛ = 1 -10

5. Hybrid Convolutional Neural Network Framework

Hybrid classifier is another proposed network model to enhance the performance of the iris 
recognition. In hybrid convolutional neural network, the SoftMax and output layer is replaced by KNN 
and SVM classifier. The convolutional features drawn from the convolutional architectures is given as 
the feature vector to the KNN and SVM classifier. The blocks in the hybrid classifier is given in figure 
5.

Figure 5. Framework of Hybrid Convolutional Neural Network

5.1 KNN Classifier

In this hybrid CNN classifier, the convolutional features are given as input to the KNN 
classifier. It is a supervised non-parametric machine learning algorithm. It does not have any training 
phase and uses all the data points for the classification process. The features of the validation dataset is 
measured for similarity measure with the training dataset. K is the number of nearest data points. The 
most frequent classes among the top K nearest points, is taken as the class of the test point data. 
Although it appears to be seamless and easy to implement, it requires huge computation and does not 
provide good results on large dataset.

5.2 SVM Classifier

SVM is a classical machine learning algorithm. It supports higher dimensional feature vector. 
The kernel trick, helps to handle non-linear input feature vector by transforming it into a higher 
dimensional space. It learns a maximum marginal hyperplane in multi-dimensional space iteratively to 
separate feature vectors among different classes. In this paper, linear kernel is used to convert the feature 
vectors linearly separable. One vs one method is used, where each class is treated as an individual set 
and a number of binary classifications are done to predict the output class. For a dataset having Q 



classes, the total number of binary classification that has to be done is given as Q x (Q-1)/2. After all 
the binary classification, the class with maximum number of positive predictions is chosen as the 
predicted class. 

6. Methodology

The images from the IIT database are clipped such that it has equal number of rows and 
columns. The clipped images are also augmented to have big data to support deep learning. The 
augmented data set is split as training set and testing set. The training images are passed on to the deep 
learning model and the network parameters are changed using optimization methods like SGDM and 
ADAM over several epochs. After successful training, the testing images are passed on to the model 
and checked. The input iris images excite the corresponding output neuron in the output layer to which 
it belongs. From the outputs obtained, the results are calculated and performances are analysed. 

7. Experiment Details

A series of CNN models is proposed and their results are discussed in this section to evaluate 
their performance. This deep learning architectures show an improved recognition results for iris 
recognition. The CNN architectures discussed in this paper are tested using MATLAB 2018a on iris 
dataset. All simulation are carried out on i5, 2.2 GHz CPU which has an integrated graphic processor 
intel HD 5500 and a dedicated 2GB NVIDIA GeForce 930M GPU. 

7.1 Dataset

The iris images for the biometrics experiments were taken from one of the large-scale public 
database available in Biometrics Research Laboratory of IIT Delhi [34]. It provides iris images from 
captured using a private digital CMOS camera, JPC1000 manufactured by a Korean company called 
JIRIS. The iris images were captured under cooperative indoor conditions from around 224 subjects, 
including 176 males and 48 females. Table 2 shows the specification of the iris database.

Table 2. Specification of the IIT Delhi iris database

Number of 
subjects

Total number of 
images

Resolution Spectrum Format

224 1120 320x240 Near Infra-Red .bmp

7.2 Image cropping output

The input image to the convolutional neural network, has to be a square image to support 
convolution operation. Hence the original image which of size 320x240 is cropped to a size of 240x240. 
The result of sample image is given in figure 6.

                      

Figure 6. (a) original iris image of IIT Delhi dataset, (b) cropped image

7.3 Image Augmentation



The limited number of samples on each subject makes training of deep network more difficult. 
Either the number of iterations needed will be very huge, which will need a considerable amount of 
training time. The other issue is poor recognition performance because of over-fitting. Hence, it is 
important to have a large database. Image augmentation is process which can populate more data 
artificially from the original dataset. The augmentation done to improve the database size is given in 
table 3.

Table 3. Augmentation property

Name Augmentation factor
Rotation [-180 180]

X-translation [-3 3]
Y-translation [-3 3]

This creates multiple new datasets by performing operations like rotation and translation. It undergoes 
random rotations between -180 degree to 180 degree and a similar random translation of pixels along 
horizontal and vertical axis. Samples of augmented images is given in figure 7.

Figure 7. Preview of the augmented IIT Delhi iris database

7.4 Hyper-parameters

The configuration of hyper-parameters greatly influences the performance of the classifier. 
Each parameter has to be carefully chosen such that it enhances the classifier performance. The iris 
images from the training data set were trained for around 80 epochs. Each epoch has 14 iterations. 
Hence, a total of 1120 iterations were performed to train the weights in the convolutional layers. The 
mini batch size was set to 64 with a learning rate of 0.0003. Stochastic gradient descent with momentum 
and Adam optimizers were used to optimize the loss function during the training process. The network 
is trained and validated with same set of hyper-parameters. The hyper-parameters used in this CNN 
models is given in table 4.

Table 4. Hyper-parameters of the proposed architecture

Parameter Quantity
Epochs 80
Iterations per epoch 14
Total iterations 1120
Mini Batch Size 64
Optimizer SGDM / ADAM
Learning rate 0.0003

Layer 1 Layer 2 Layer 3Number of filters
8 16 32



Filter size (a) 5x5             (b) 3x3
Stride (a) 3x3             (b) 2x2

7.5 Kernel weights of the convolutional layers

During each iteration of the training process the kernel weights on the convolutional layer gets 
updated. These kernels help in extracting the features from the input iris image. The kernel in each layer 
has the capability of abstracting certain degree of features present in the image. Figure 8 shows the 
distribution of kernel weights of the first convolutional layer. It indicates that these kernels help in 
extracting the contour-based features from the iris image. The kernels towards the end of the network 
are shown in figure 9. It helps in extracting more complex information from the input image with the 
combination of kernels from previous layers. 

Figure 8. Learned kernel weights of the first convolutional layer

Figure 9. Learned kernel weights of the third convolutional layer

7.6 Learned features of intermediate layers

After the training process, the test image is passed on through the network and undergoes a 
series of operation. This helps is extracting the relevant information from test image. Figure 10 shows 
the images of output of first convolutional layer. 

Figure 10. Convoluted features from the first convolutional layer



Figure 11. Batch normalization output of the first normalization layer

Figure 12. Activations layer output of first ReLU layer

 After convolution the image batch normalized and the resultant figures of the first normalization layer 
is given in figure 11. The normalized images are given to the activation layer. The results of the first 
activation layer is given in figure 12. The activation layer results show the depth of information captured 
by the convolution layer, being highlighted by the ReLU activation function.

7.7 Performance Analysis of the CNN architecture

Firstly, the experiment results of CNN architecture is analysed in this section. The training is 
done using SGDM and then later by ADAM. The kernel size in the convolution layers is varied as 3x3 
and 5x5 to extract the features from the input image.

The training accuracy of the different combination of kernel size and training method is given 
in figure. The models which appear to be trained better during the starting period does not show the 
same performance after the end of the training phase. Figure 13 shows the training performance of the 
different CNN models.



Figure 13. Training Accuracy of CNN+SoftMax models

The network is trained for around 1120 iterations. The performance of the network is tested during each 
iteration with the validation dataset also. Figure shows the validation accuracy of the CNN with 
SoftMax models. The network performance during each iteration improves because of the weight 
update. The larger weight update of the kernels happens during the first 32 epochs of the training phase. 

Figure 14. Validation Accuracy of the CNN+SoftMax models

The performance of the network on the validation dataset is shown in the figure 14. It can be 
observed that the model having kernel size 3x3, stride 2x2 and training method ADAM performs better 
than other methods. The reason for this is, that smaller kernels and smaller stride will capture large 
number of features from the iris image. Hence, we get more abstract information from the input iris 
image. A detailed performance metric is tabulated in table 5. 



Table 5. Performance of the CNN+SoftMax models

Training Validation
Model Accuracy (%) Loss Accuracy (%) Loss Training 

Method
CNN+SoftMax
(KS-5, S-3, P-0)

89.21 1.5922 87.56 1.7459 SGDM

CNN+SoftMax
(KS-5, S-3, P-0)

93.75 0.9159 90.60 1.2621 ADAM

CNN+SoftMax
(KS-3, S-2, P-0)

94.72 0.8058 91.02 1.0257 SGDM

CNN+SoftMax
(KS-3, S-2, P-0)

96.43 0.1735 95.16 0.6602 ADAM

The ADAM optimizer is more versatile as it updates weight more efficiently based on adaptive 
moment estimation. It also requires very less memory and can speed up the learning process. Hence, it 
is more suited for large datasets. It is insensitive to noise and sparse gradients. Thus, it can be seen that 
ADAM optimizer provides better recognition accuracy.

Table 6. Accuracy improvement of the CNN+SoftMax models 1 and 2

Model Parameters Validation accuracy % % Improvement 
Model 1 KS – 5, S – 3, 

Training: SGDM
87.56

Model 2 KS – 5, S – 3, 
Training: ADAM

90.60
3.47

An improvement in accuracy of 3.47 % by the model 2 of CNN with softmax classifier is noted 
from table 6. This again shows that tractability of the ADAM method in training the weights of the 
proposed CNN architecture.

Table 7. Accuracy improvement of the CNN+SoftMax models 3 and 4

Model Parameters Validation accuracy % % Improvement
Model 3 KS – 3, S – 2, 

Training: SGDM
91.02

Model 4 KS – 3, S – 2, 
Training: ADAM

95.16
4.54

An improvement in accuracy of 4.54 % by the model 4 of CNN with softmax classifier is noted 
from table 7. On comparison with the results from table 6 we can see the influence of the filter kernel 
size in the system performance. A smaller filter size of 3x3 and stride 2 browses through larger area 
and grabs more feature from the input image and helps in training the CNN architecture better. Hence 
the performance measures of model 4 is taken as reference for comparison with other hybrid structures.

7.8 Evaluation of Hybrid CNN architecture

The proposed architecture requires further improvement of accuracy. Hence a hybrid approach 
is used with the convolutional features. Here, the features extracted from the convolutional layers are 
given to classical statistical classifiers like KNN and SVM. The K value of the KNN classifier is chosen 
and 5 and SVM is a multi-class linear SVM. The receiver operating characteristic curve of the proposed 
models is shown in figure 15.



Figure 15. ROC curve of the proposed classifiers

The performance of the CNN with KNN is not satisfactory. This is because the KNN takes all the data 
in the samples space and classification becomes difficult for larger datasets. On the other hand, the 
hybrid classifier CNN with SVM performs well compared to the later. It also outperforms our proposed 
CNN architecture with softmax layer. The area under the curve and validation accuracy are tabulated 
in table 8. 

Table 8. Performance analysis of proposed methods

Model AUC FAR FRR ERR Validation 
Accuracy (%)

CNN+KNN 0.71 0.46 0.09 0.27 86
CNN+SoftMax
(FS-3, S-2, P-0)

0.84 0.19 0.03 0.11 95.16

CNN+SVM 0.86 0.11 0.01 0.06 97.8

More the area enclosed by the ROC curve, better is the recognition accuracy of the model. It 
can be seen from the above table that the SVM based hybrid classifier provides an improved recognition 
accuracy. 

7.9 Comparative Analysis

To validate the robustness of our algorithm, we have compared the results with other typical 
deep learning architectures used for iris recognition. From the table 9, it can be said that the proposed 
method gives better accuracies compared to other deep learning architectures. 

Table 9. Comparison of the proposed methods

Model Validation Accuracy (%)
Tiangming Zhao et al. [10], 12 Layer CNN 79.55
Ming Liu et al. [7], Fuzzy CNN 85.8
O. Oyedotun et al. [33], Deep Belief Network 93.67
CNN+KNN 86



CNN+SoftMax
(FS-3, S-2, P-0)

95.16

CNN+SVM 97.8
The proposed CNN architecture performs better than other deep learning methods and can be 

adapted for iris recognition. Moreover, the proposed hybrid classifier CNN with SVM provides better 
performance than other methods. This is because of the classifying ability of the SVM in higher 
dimensional space. Although CNN with KNN is a hybrid classifier, the performance does not look 
appreciable. This is because of the inability of the KNN to handle large datasets and it is sensitive to 
noise introduced as a result of image augmentation. 

8. Conclusion

The advancement of several computing methods and efficient multi-core processors has 
enabled iris recognition as a viable tool for authentication. The latest technology of deep learning which 
has a huge potential if properly used has attracted many people to adapt this technology. The data 
augmentation has helped in generating large datasets on individual subjects, which caused large 
difficulty implementing better deep learning models for iris recognition. In this work, deep 
convolutional network and a hybrid convolutional network has been proposed. In terms of filter size, 
the lowest order filter of size 3x3 is able to encode maximum possible key features from the region of 
interest. This is because, lower order filter will take many strides to complete the entire image span 
which enables getting a bigger feature space. The ADAM optimizer which makes use of adaptive 
momentum in generating gradient has enabled better learning process than the SGDM. However, 
compared to the raw CNN architecture, the hybrid CNN with SVM performs better with an accuracy of 
97.8%. This is because of the ability of the SVM to handle features in multi-dimensional space. It has 
also avoided handcrafted segmentation process, as employed in several deep learning techniques and 
has still provided comparable performance. This work can be extended further, by exploring the other 
learning optimizers and by introducing more layers. Other hyper-parameter tuning can also be studied. 
It can provide chance for further improvement of the classifier performance. It can be noted that the 
hybrid CNN with SVM performs better than the traditional CNN because of the multidimensional 
adaptability of the SVM rather than the fully-connected layer. However, the deficiencies of this method 
is as follows. The performance measures of the proposed methods are limited to the IIT Delhi database 
and he performance of the network may fail for other iris databases. The other limitation is that the too 
much of computations involved with the hybrid structure. Even though the convolutional features are 
more distinct they consume more computation with deep structures and large data samples. 

The authors declare no conflict of interest.
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