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TWISTING MODULI FOR GL(2)

BENJAMIN BEDERT, GEORGE COOPER?, THOMAS OLIVER, AND PENGCHENG ZHANG

Abstract. We prove various converse theorems for automorphic forms on Γ0(N), each as-
suming fewer twisted functional equations than the last. We show that no twisting at all
is needed for holomorphic modular forms in the case that N ∈ {18, 20, 24} - these integers
are the smallest multiples of 4 or 9 not covered by earlier work of Conrey–Farmer. This
development is a consequence of finding generating sets for Γ0(N) such that each generator
can be written as a product of special matrices. As for real-analytic Maass forms of even
(resp. odd) weight we prove the analogous statement for 1 ≤ N ≤ 12 and N ∈ {16, 18}
(resp. 1 ≤ N ≤ 12, 14 ≤ N ≤ 18 and N ∈ {20, 23, 24}).

1. Introduction

The use of twisted functional equations in the characterisation of automorphic represen-
tations dates back to Weil’s archetypal converse theorem for holomorphic modular forms
[Wei67]. It is a problem of long-standing interest to limit the number of required twists
[PS71], [Raz77], [Li81], [CF95], [DPZ02]. In [PS71] it is shown that, for any fixed prime p,
it suffices to assume the analytic properties of twists by primitive characters modulo pr for
all r ≥ 0. On the other hand, the main result of [DPZ02] states that there exists a prime
q such that the analytic properties of twists by primitive characters modulo q are sufficient
to capture the holomorphic modular forms on Γ0(N). In [BBB+18] it is demonstrated that
there is a density 1 subset of the primes from which we can choose q. Still in the holomorphic
case it was shown in [CF95] and [CFOS07] that, for 1 ≤ N ≤ 17 and N = 23, no twisting
at all is required. This result generalises earlier work of Hecke which applies to the cases
1 ≤ N ≤ 4 [Hec36].

In Theorem 2.1 we prove a converse theorem for Maass forms on Γ0(N) assuming twisted
functional equations for primitive Dirichlet characters with the same moduli as Weil [Wei67].
For context, note that a converse theorem for Maass forms of small level was established by
Maass [Maa49] and the converse theorem of Jacquet–Langlands [JL70] applies to Maass forms
on GL2(AF ). Nevertheless, generalising Weil’s classical approach to real-analytic forms had
been regarded as a difficult problem, see for example [GM04, Section 3.4], with two different
approaches having appeared only recently in [NO20, Section 3] and [MSSU]. We note that the
results of [MSSU] apply to half-integer weight, though they make the additional assumption
of analytic properties for twists by imprimitive characters. Theorem 2.1 uses an extension
of the method used in [NO20, Section 3] to Maass forms of arbitrary integer weight k. In
particular, we develop further the method of “two circles” implemented in [NO20]. By
the theory of weight raising and lowering operators, it is enough to work with the cases
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k = 0, 1. As [NO20, Theorem 3.1] solves the problem when k = 0, it remains to solve the
case k = 1. In Theorem 2.2 we show that it is in fact sufficient to assume only twists by
primitive Dirichlet characters modulo a single prime q constrained by congruence conditions
as in [DPZ02] (equation (2.11)). In Theorem 2.3, we show that no twisting at all is required
for 1 ≤ N ≤ 12 and N ∈ {16, 18} when k = 0 and 1 ≤ N ≤ 12, 14 ≤ N ≤ 18 and
N ∈ {20, 23, 24} when k = 1. In Theorem 2.4, we deduce from the same argument that the
main result of [CF95] can be extended to the cases N ∈ {18, 20, 24}. The numbers 20 and
24 (resp. 18) are the smallest multiples of 22 (resp. 32) not covered by Conrey–Farmer. Our
proof works by writing generating sets for Γ0(N) such that each generator can be written
as a product of special matrices. Whilst the matrices in Γ0(N) have integer coefficients, we
sometimes allow matrices with non-integer coefficients amongst the factors. In each of the
Theorems established here, it would be interesting to allow for the various L-functions to
have poles as in [BK13], [NO20, Theorem 1.1], and [HO, Theorem 1.2].

Notation. ByH we denote the upper half-plane, the smooth functions on which are denoted
by C∞(H). The weight-k Laplace-Beltrami operator on C∞(H) is

(1.1) ∆k = −y2
(
∂2

∂x2
+

∂2

∂y2

)
+ iky

∂

∂x
.

A weight-k Maass form on Γ0(N) is a real-analytic eigenfunction of ∆k with polynomial
growth at the cusps of Γ0(N) satisfying a weight-k automorphic transformation law with
respect to Γ0(N). Given two complex numbers κ and µ, the Whittaker function Wκ,ν :
R>0 → C is annihilated by the differential operator:

(1.2)
d2

dy2
+

(
−1

4
+
κ

y
+

1/4− µ2

y2

)
,

and satisfies the following asymptotic formula as y →∞:

(1.3) Wκ,µ(y) ∼ e−
y
2 yκ.

We use the following variants of the gamma function:

(1.4) ΓR(s) = π−s/2Γ
(s

2

)
, ΓC(s) = (2π)−sΓ(s).

If ψ is a Dirichlet character mod q, then the associated Gauss sum is:

(1.5) τ(ψ) =
∑

a mod q

ψ(a) exp (2πia/q) .

Acknowledgements. The first and fourth authors would like to thank Yicheng Sun for
his help with computer calculations used in Section 3.4. The second author was supported
by an EPSRC vacation bursary and Andrew Mason Memorial Scholarship (Balliol College).
The third author thanks Dan Fretwell and Michalis Neururer.

2. Theorems

In the Theorems below, a function F (s) on C is called EBV if it is entire and bounded on
every vertical strip.
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Theorem 2.1. Let ε ∈ {±1} and ν ∈ C\{0}. Say N ∈ Z>0 and let χ be a Dirichlet character
mod N . Assume that (an)∞n=−∞, (bn)∞n=−∞ are complex sequences such that an, bn = O(nσ)
for some σ ∈ R>0 and, for n > 0, a−n = ενan and b−n = ενbn. Given a Dirichlet character
ψ modulo p (either 1 or a prime number), define:

(2.1) Lf (s, ψ) =
∞∑
n=1

ψ(n)ann
−s, Lg(s, ψ) =

∞∑
n=1

ψ(n)bnn
−s, Re (s) > σ + 1.

and

Λf (s, ψ) = ΓR

(
s+

1 + ψ(−1)ε

2
+ ν

)
ΓR

(
s+

1− ψ(−1)ε

2
− ν
)
Lf (s, ψ),

Λg(s, ψ) = ΓR

(
s+

1 + ψ(−1)ε

2
+ ν

)
ΓR

(
s+

1− ψ(−1)ε

2
− ν
)
Lg(s, ψ).

(2.2)

If ψ = 1 is the trivial Dirichlet character we omit it from the notation. For a finite set S of
primes including 2 and those dividing N , define P to be the complement of S in the set of
all primes. Assume the following:

(1) The functions Λf (s) and Λg(s) continue to holomorphic functions on C − {εν, 1 −
εν} with at most simple poles in the set {εν, 1 − εν}, are uniformly bounded on
every vertical strip outside of a small neighbourhood around each pole and satisfy the
functional equation

(2.3) Λf (s) = N
1
2
−sΛg(1− s).

(2) For all primitive Dirichlet characters ψ of conductor q ∈ P, continue to entire func-
tions which are EBV and satisfy the functional equation

(2.4) Λf (s, ψ) = ψ(N)χ(q)
τ(ψ)

τ(ψ)
(q2N)

1
2
−sΛg(1− s, ψ).

Define f0, g0 : R>0 → C by

(2.5) f0(y) = −Ress=εν Λf (s)y
1
2
−εν , g0(y) = Ress=εν Λg(s)y

1
2
−εν ,

define f̃ , g̃ : H → C by

f̃(x+ iy) =
∞∑
n=1

an√
πn

(
W 1

2
,ν(4πny)e(nx) + ενW− 1

2
,ν(4πny)e(−nx)

)
,

g̃(x+ iy) =
∞∑
n=1

bn√
πn

(
W 1

2
,ν(4πny)e(nx) + ενW− 1

2
,ν(4πny)e(−nx)

)
,

(2.6)

and define f, g : H → C by

(2.7) f(x+ iy) = f0(y) + f̃(x+ iy), g(x+ iy) = g0(y) + g̃(x+ iy).

Then f and g are weight-1 Maass forms on Γ0(N) satisfying

(2.8) f(z) =
iz

|z|
g

(
− 1

Nz

)
.

In the above Theorem, we do not assume that the L-functions have an Euler product.
Including this assumption, we may restrict the set of twisting moduli.
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Theorem 2.2. Let ε, ν, N , χ, (an)∞n=−∞, and (bn)∞n=−∞ be as in Theorem 2.1 and let k ∈
{0, 1}. Given a Dirichlet character ψ mod p (either 1 or a prime) define Lf (s, ψ), Lg(s, ψ)
as in equation (2.1) and define

Λf (s, ψ) = ΓR

(
s+

1− (−1)kψ(−1)ε

2
+ ν

)
ΓR

(
s+

1− ψ(−1)ε

2
− ν
)
Lf (s, ψ),

Λg(s, ψ) = ΓR

(
s+

1− (−1)kψ(−1)ε

2
+ ν

)
ΓR

(
s+

1− ψ(−1)ε

2
− ν
)
Lg(s, ψ).

(2.9)

Assume the following:

(1) For Re (s) > σ + 1, the functions Lf (s) and Lg(s) have an Euler product expansion
of the form

Lf (s) =
∏
p-N

(
1− app−s + p−2s

)−1 ∏
p|N
p2-N

(
1− p−s

)−1
,

Lg(s) =
∏
p-N

(
1− bpp−s + p−2s

)−1 ∏
p|N
p2-N

(
1− p−s

)−1
.

(2.10)

(2) The functions Λf (s) and Λg(s) admit extensions to all of C which are EBV and satisfy
the functional equation (2.3).

(3) Given a generating set

{(
Aj Bj

CjN Dj

)
∈ Γ1(N) : j = 1, . . . , h

}
for Γ1(N), there is a

prime q satisfying

(2.11) q ≡ Aj (mod q|Cj|), j = 1, . . . , h,

such that for all primitive Dirichlet characters ψ mod q the functions Λf (s, ψ) and

Λg(s, ψ) admit extensions which are EBV and satisfy the functional equation:

(2.12) Λf (s, ψ) = ε1−kψ(N)χ(q)
τ(ψ)

τ(ψ)
(q2N)

1
2
−sΛg(1− s, ψ).

Then Λf (s, ψ) and Λg(s, ψ) satisfy functional equation (2.4) for all primitive Dirichlet char-
acters ψ mod p ∈ P.

An upper bound for the smallest prime q satisfying equation (2.11) is given in [DPZ02,
Section 3].

Theorem 2.3. Let an, σ be as in Theorem 2.1, and let ν ∈ C. Given k = 0 (resp. k = 1),
let N ∈ Z>0 satisfy 1 ≤ N ≤ 12 and N ∈ {16, 18} (resp. 1 ≤ N ≤ 12, 14 ≤ N ≤ 18 and
N ∈ {20, 23, 24}), and let χ be a Dirichlet character mod N . For Re (s) > σ + 1, define
Lf (s) as in equation (2.1) and suppose that Lf (s) has an Euler product as in equation (2.10).
Define Λf (s) as in equation (2.9), and suppose that Λf (s) admits an extension to C which
is EBV and satisfies the functional equation

(2.13) Λf (s) = N
1
2
−sΛf (1− s).

Then f is a weight-k Maass form for Γ0(N).
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Theorem 2.4. Let an, σ be as in Theorem 2.1, let k ∈ Z>0 be an even integer, and N ∈
{18, 20, 24}. For Re (s) > σ + 1, define Lf (s) by equation (2.1). Suppose that Lf (s) has an
Euler product expansion

(2.14) Lf (s) =
∏
p-N

(
1− app−s + pk+1−2s)−1 ∏

p|N
p2-N

(
1− pk/2−1−s

)−1
.

Define

(2.15) Λf (s) = ΓC(s)Lf (s),

and suppose that Λf (s) admits an extensions to C which is EBV and satisfies the functional
equation:

(2.16) Λf (s) = (−1)k/2N
k
2
−sΛf (k − s)

If,

(2.17) f(z) =
∞∑
n=1

an exp(2πinz),

then f is a weight-k modular form on Γ0(N).

The conclusion of Theorem 2.4 is weaker than that in [CF95], in which f is shown the
be cuspidal. In both Theorems 2.3 and 2.4, cuspidality of f would be a consequence of the
convergence of Lf (s) in Re (s) > 1 − δ for any δ > 0. For a given N , this assumption may
or may not be necessary (cf. [CF95, Section 5]).

3. Proofs

3.1. Weil’s Lemma. Let GL+
2 (R) denote the subgroup of GL2(R) consisting of matrices

with positive determinant, which contains SL2(R) as a subgroup. For k ∈ Z≥0, the weight-k

action of γ =

(
a b
c d

)
∈ GL+

2 (R) on f : H → C is given by

(3.1) (f |kγ)(z) = exp (−ik arg(cz + d)) f

(
az + b

cz + d

)
.

For r ∈ Q write

(3.2) Pr =

(
1 r
0 1

)
∈ SL2(R).

For N ∈ Z>0 set

(3.3) HN =

(
0 −1
N 0

)
∈ GL+

2 (R).

Equation (2.3) is equivalent to

(3.4) g = ik f |kHN .

Extending (3.1) by linearity, we equip C∞(H) with a right C[GL+
2 (R)]-module structure.

For f ∈ C∞(H), we introduce the following right-ideal of C[GL+
2 (R)]:

(3.5) Ωf = {W ∈ C[GL+
2 (R)] : f |kW = 0}.
5



For elements γ1, γ2 of C[GL+
2 (R)] we will write γ1 ≡ γ2 to mean γ1 − γ2 ∈ Ωf . If f has an

expansion as in equation (2.7), then

(3.6) 1− Pr ≡ 0, r ∈ Z.
For a prime number p, recall the Hecke operator

(3.7) Tp =
1
√
p

((
p 0
0 1

)
+

p−1∑
a=0

(
1 a
0 p

))
∈ C[GL+

2 (R)],

and the operator

(3.8) Up =

p−1∑
a=0

(
p a
0 p

)
∈ C[GL+

2 (R)].

If Lf (s) has an Euler product as in equation (2.10), then, for p - N ,

(3.9) ap − Tp ≡ 0.

On the other hand, if p|N , then

(3.10) Up ≡


(
p 0

0 1

)
, p2 - N,

0, p2|N.

We say a matrix E ∈ SL2(R) is elliptic if it has a unique fixed point in H.

Lemma 3.1. Let k = 0 and let c : H → C be a continuous function. Say there exist
E1, E2 ∈ SL2(R) such that E1 is an elliptic matrix of infinite order with fixed point a ∈ H,
a is not a fixed point of E2, and c|0E1 = c|0E2 = c, then c is constant on H.

Proof. The matrix E3 = E2E1E
−1
2 is elliptic, because tr(E2E1E

−1
2 ) = tr(E1) and |tr(E1)| < 2

since E1 is elliptic. Since E1 has infinite order, so does E3. Moreover, E3 fixes E2a 6= a by
assumption. Therefore c is preserved by the two infinite order elliptic matrices with distinct
fixed points and hence the result follows from [NO20, Theorem 3.10]. �

Lemma 3.2. Let k = 1 and let c : H → C be a continuous function. If there exists an
elliptic matrix E of infinite order such that c|1E = c, then c = 0.

Proof. Let a ∈ H denote the unique fixed point of E. The elliptic matrix E is diagonalised
by the Cayley transform:

K =
1√
a− a

(
1 −a
1 −a

)
∈ GL2(C),

which takes H to the open unit disc D and maps the point a to 0. Because E is of infinite
order, we have

KEK−1 =

(
eiπθ 0
0 e−iπθ

)
, θ ∈ R\Q.

Although K is not a matrix in GL+
2 (R), we define the function c̃ = (c|1K) : D → C by

equation (3.1) with k = 1 and γ = K. For all z ∈ D and m ∈ Z we have

c̃(z) = eπimθc̃(e2πimθz).
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Denote by S1 the unit circle. Fix z ∈ D and consider the continuous function

S1 → C

ω 7→ ωc̃(ω2z).

Given two topological spaces X and Y , if Y is Hausdorff and c1, c2 : X → Y are continuous
functions which agree on some dense subset of X then c1 = c2. In particular, because θ is
irrational, we deduce the following for all ω ∈ S1:

c̃(z) = ωc̃(ω2z).

Taking ω = −1 gives c̃(z) = −c̃(z) for all z ∈ D, so c̃ = 0 and therefore c = 0. �

3.2. Proof of Theorem 2.1. In this Section we follow certain conventions from [BCK19].
Let σ, ε, ν, an, bn be as in Theorem 2.1. The Fourier expansions of f and g immediately imply
that they are eigenfunctions of ∆1. Given P be as in Theorem 2.1, let q ∈ P and a ∈ Z
satisfy (a, q) = 1 or a = 0. Denote by α the quotient a/q. For m ∈ Z≥0, define:

(3.11) Lf
(
s, α, cos(m)

)
=
∞∑
n=1

cos(m) (2πnα) ann
−s,

where cos(m) the m-th derivative of the cosine function. We have:

(3.12) Lf
(
s, α, cos(m)

)
=

im

q − 1

∑
ψ mod q

ψ(−1)=(−1)m

τ(ψ)ψ(a)Lf (s, ψ)

+

{
(−1)

k
2

(
Lf (s)− q

q−1Lf (s,1q)
)
, m even,

0, m odd,

where the summation on the right-hand side is over the set of all primitive Dirichlet characters
of conductor q, and 1q denotes the trivial character modulo q. For m ∈ Z>0 we let 〈m〉 denote
+ if m is even and − if m is odd, and define:

(3.13) Λf

(
s, α, cos(m)

)
= γ

〈m〉
f (s)Lf

(
s, α, cos(m)

)
,

where

(3.14) γ±f (s) = ΓR

(
s+ ν +

1∓ (−1)kε

2

)
ΓR

(
s− ν +

1∓ ε
2

)
.

Equation (3.12) implies:

(3.15) Λf

(
s, α, cos(m)

)
=

im

q − 1

∑
ψ mod q

ψ(−1)=(−1)k

τ(ψ)ψ(a)Λf (s, ψ)

+

{
(−1)

m
2

(
Λf (s)− q

q−1Λf (s,1q)
)
, if m is even,

0, if m is odd.
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Applying equation (2.4), we deduce:

(3.16) Λf

(
s, α, cos(m)

)
=

(−i)mχ(q)(q2N)
1
2
−s

q − 1

∑
ψ mod q

ψ(−1)=(−1)m

τ(ψ)ψ(Na)Λg(1− s, ψ)

+

{
(−1)

m
2

(
Λf (s)− q

q−1Λf (s,1q)
)
, m even,

0, m odd.

It follows from [GR15, (6.699.2), (6.699.3), (9.234.1), (9.234.2), (9.235.2)] that, for ` ∈ {0, 1},
w ∈ R, and Re(s)� 0:

(3.17)

∫ ∞
0

f(wy + iy + α)ys−
1
2
dy

y

=
∞∑
n=1

an
ns

∑
`∈{0,1}

(−i)` cos(`)(2πnα)

(
γ
〈`〉
f (s) 2F1

(
s+ν+(1+(−1)`ε)/2

2
,
s−ν+(1−(−1)`ε)/2

2
1
2

∣∣∣∣− w2

)

+2πiwγ
〈`+1〉
f (s+ 1) 2F1

(
s+ν+(3+(−1)`+1ε)/2

2
, ,

s−ν+(3−(−1)`+1ε)/2
2

3
2

∣∣∣∣− w2

))
.

Defining, for w ∈ R and ` ∈ {0, 1},

(3.18) H`
f (s, w) = (−i)`

(
2F1

(
s+ν+(1+(−1)`ε)/2

2
,
s−ν+(1−(−1)`ε)/2

2
1
2

∣∣∣∣− w2

)
+2πiw

γ
〈`+1〉
f (s+ 1)

γ
〈`〉
f (s)

2F1

(
s+ν+(3+(−1)`+1ε)/2

2
,
s−ν+(3−(−1)`+1ε)/2

2
3
2

∣∣∣∣− w2

))
,

we may rewrite equation (3.17) as

(3.19)

∫ ∞
0

f(wy + iy + α)ys−
1
2
dy

y
=
∑

`∈{0,1}

H`
f (s, w)Λf

(
s, α, cos(`)

)
.

Applying Mellin inversion to equation (3.19) with α = 0, we obtain for c > 1 + |Re(ν)|:

(3.20) f̃(wy + iy) =
1

2πi

∫
(c)

Λf (s)H
0
f (s, w)y

1
2
−s ds,

where (c) is the vertical line Re (s) = c. Note that H0
f (s, w) is an entire function of s, and

so the only possible singularities of the integrand in equation (3.20) are simple poles at the
points εν and 1−εν. As a consequence of [NO20, Lemma 4.1], the integrand in (3.20) decays
to zero in vertical strips. Shifting the line of integration to (1− c) gives by Cauchy’s residue
theorem:

(3.21)
1

2πi

∫
(1−c)

Λf (s)H
0
f (s, w)y

1
2
−s ds+

∑
p∈{εν,1−εν}

Ress=p Λf (s)H
0
f (s, w)y

1
2
−s

=
1

2πi

∫
(c)

Λf (1− s)H0
f (1− s, w)ys−

1
2 ds+

∑
p∈{εν,1−εν}

Ress=p Λf (s)H
0
f (s, w)y

1
2
−s.

8



Using the identities

(3.22) H0
f (1− s, w) = i

(
|w + i|
w + i

)
(1 + w2)s−

1
2H0

f (s,−w), H0
f = H0

g ,

and applying equation (2.4), we compute

(3.23) f̃(wy + iy)−R(z) = i

(
|w + i|
w + i

)
· 1

2πi

∫
(c)

(N(1 + w2)y)s−
1
2 Λg(s)H

0
g (s,−w) ds

= i

(
|w + i|
w + i

)
g̃

(
− w

N(w2 + 1)y
+

i

N(w2 + 1)y

)
= i

(
|w + i|
w + i

)
g̃

(
− 1

N(wy + iy)

)
,

where

(3.24) R(z) =
∑

p∈{εν,1−εν}

Ress=p Λf (s)H
0
f (s, w)y

1
2
−s

= H0
f (εν, w) Ress=εν Λf (s)y

1
2
−εν + i

(
|w + i|
w + i

)
(N(1+w2)y)−

1
2
+ενH0

g (εν,−w) Ress=εν Λg(s)

= H0
f (εν, w) Ress=εν Λf (s)·Im(z)

1
2
−εν+i

(
|z|
z

)
H0
g (εν,−w) Ress=εν Λg(s)·Im

(
− 1

Nz

) 1
2
−εν

.

Therefore

(3.25) f̃(z)−H0
f (εν, w) Ress=εν Λf (s) · Im(z)

1
2
−εν

= i

(
|z|
z

)
·

(
g̃

(
− 1

Nz

)
+H0

g (εν,−w) Ress=εν Λg(s) · Im
(
− 1

Nz

) 1
2
−εν
)
.

Since

2F1

(
εν+ν+(1+ε)/2

2
,
εν−ν+(1−ε)/2

2
1
2

∣∣∣− w2
)

= 1,
γ−f (εν + 1)

γ+f (εν)
= 0,

we know that H0
f (εν, w) = H0

g (εν,−w) = 1 and so equation (3.25) becomes equation (2.8).
Analogously to [NO20, Section 3.3], for a primitive Dirichlet character ψ of conductor

q ∈ P we define

fψ(x+ iy) =
∞∑
n=1

ψ(n)an√
πn

(
W 1

2
,ν(4πny)e(nx) + ψ(−1)ενW− 1

2
,ν(4πny)e(−nx)

)
,

and similarly for gψ. Replacing an by ψ(n)an in equation (3.17) we know, for Re(s) sufficiently
large:

(3.26) H
1−ψ(−1)

2
f (s, w)Λf (s, w) = (−i)

1−ψ(−1)
2

∫ ∞
0

fψ(wy + iy)ys−
1
2
dy

y
.

For ` ∈ {0, 1}, we have

(3.27) H`
f (1− s, w) = i

(
|w + i|
w + i

)
(1 + w2)s−

1
2H`

f (s,−w).

9



Given a, b ∈ Z such that if c ∈ {a, b} is non-zero then (c, q) = 1, set α = a
q

and β = b
q
. Since

α, β ∈ R, we have

f(z + α)− f(z + β) = f̃(z + α)− f̃(z + β) =
1

q − 1

∑
ψ mod q

τ(ψ)(ψ(a)− ψ(b))fψ(z).

Applying Mellin inversion to equation (3.17) gives

f(z + α)− f(z + β) =
∑

`∈{0,1}

1

2πi

∫
(c)

(
Λf

(
s, α, cos(`)

)
− Λf

(
s, β, cos(`)

))
H`
f (s, w)y

1
2
−s ds.

By equation (3.15), Λf

(
s, α, cos(`)

)
− Λf

(
s, β, cos(`)

)
is a linear combination of functions

of the form Λf (s, ψ) where ψ is a primitive Dirichlet character of conductor q, and so
Λf (s, α, cos(`)) − Λf (s, β, cos(`)) is an entire function of s. Moreover each H`

f (s, w) is an
entire function. Therefore we may use Cauchy’s theorem to shift the path of integration to
Re(s) = 1− c to obtain

(3.28)

∫
(c)

(
Λf

(
s, α, cos(`)

)
− Λf

(
s, β, cos(`)

))
H`
f (s, w)y

1
2
−s ds

=

∫
(1−c)

(
Λf

(
s, α, cos(`)

)
− Λf

(
s, β, cos(`)

))
H`
f (s, w)y

1
2
−s ds

=

∫
(c)

(
Λf (1− s, α, cos(`))− Λf (1− s, β, cos(`))

)
H`
f (1− s, w)ys−

1
2 ds.

From equation (3.13), we deduce

Λf

(
1− s, α, cos(`)

)
− Λf

(
1− s, β, cos(`)

)
=
i`χ(q)(q2N)s−

1
2

q − 1

∑
ψ mod q

ψ(−1)=(−1)`

ψ(−N)τ(ψ)(ψ(a)− ψ(b))Λg(s, ψ).

Using this and equation (3.27) we obtain

∫
(c)

(
Λf

(
s, α, cos(`)

)
− Λf

(
s, β, cos(`)

))
H`
f (s, w)y

1
2
−s ds

=
i`χ(q)

q − 1
· i
(
|w + i|
w + i

)
·

∑
ψ mod q

ψ(−1)=(−1)`

ψ(−N)τ(ψ)(ψ(a)− ψ(b))

·
∫
(c)

Λg(s, ψ)H`
g(s,−w)

(
1

q2N(1 + w2)y

) 1
2
−s

ds.

Applying Mellin inversion to equation (3.26) gives
10



1

2πi

∫
(c)

(
Λf (s, α, cos(`))− Λf (s, β, cos(`))

)
H`
f (s, w)y

1
2
−s ds

=
i`χ(q)

q − 1
· i
(
|w + i|
w + i

)
·

∑
ψ mod q

ψ(−1)=(−1)`

ψ(−N)τ(ψ)(ψ(a)− ψ(b)) · (−i)`gψ
(
− 1

q2Nz

)
,

from which we deduce:

f(z + α)− f(z + β) =
χ(q)

q − 1
· i
(
|w + i|
w + i

) ∑
ψ mod q

ψ(−N)τ(ψ)(ψ(a)− ψ(b))gψ

(
− 1

q2Nz

)
.

For all a, b 6≡ 0 mod q we conclude that:∑
ψ mod q

ψ(a)
(
τ(ψ)fψ − iχ(q)ψ(−N)τ(ψ)gψ |1Wq2N

)
=

∑
ψ mod q

ψ(b)
(
τ(ψ)fψ − iχ(q)ψ(−N)τ(ψ)gψ |1Wq2N

)
.

The expression on the left hand side is therefore independent of a 6≡ 0 mod q, so we have a
linear combination of primitive characters producing the principal character modulo q. On
the other hand, the set of Dirichlet characters mod q is linearly independent over C so the
coefficients of this linear combination must all vanish. Therefore, for any primitive Dirichlet
character ψ mod q:

(3.29) fψ = iψ(−N)χ(q)
τ(ψ)

τ(ψ)
gψ |1Wq2N .

Let ψ be a primitive Dirichlet character of conductor q ∈ P . We have

fψ =
1

τ(ψ)

∑
a mod q
(a,q)=1

ψ(a)f |1Pa
q
.

Using f = i g |1HN and equation (3.29) we obtain

(3.30) − iχ(q)ψ(−N)τ(ψ)gψ = τ(ψ)fψ|1Wq2N = i
∑

a mod q
(a,q)=1

ψ(a)g |1HN Pa
q
Wq2N

= i
∑

a mod q
(a,q)=1

ψ(a)g |1
(
−q2N 0
qaN2 −N

)
= −i

∑
a mod q
(a,q)=1

ψ(a)g |1
(

q2 0
−qaN 1

)

= −iψ(−N)
∑

a mod q
(a,q)=1

ψ(a)g |1
(

q −a
−ãN Naã+1

q

)
Pa
q
.

11



Here ã is an integer that is inverse to −aN mod q; notice ψ(a) = ψ(−N)ψ(ã). Therefore for
all primitive characters ψ we have

(3.31) χ(q)
∑

a mod q
(a,q)=1

ψ(a)g |1Pa
q

=
∑

a mod q
(a,q)=1

ψ(a)g |1
(

q −a
−ãN Naã+1

q

)
Pa
q
.

The argument from now on is very similar to [NO20, Section 3.3] and [Bum98, Section 1.5].
As the primitive Dirichlet characters of conductor q span the complex vector space

(3.32) V =

θ : (Z/qZ)× → C :
∑

a mod q
(a,q)=1

θ(a) = 0

 ,

we can replace ψ in equation (3.31) with any function θ ∈ V . Take s ∈ P \ {q} and write
qs = 1 + rr̃N for some integers r, r̃. Define θ1 ∈ V by

θ1(n) =

{
±1, n ≡ ±r mod q,

0 otherwise.

Equation (3.31) then becomes

χ(q)
(
g |1P r

q
− g |1P− r

q

)
= g |1

(
q −r
−r̃N s

)
P r
q
− g |1

(
q r
r̃N s

)
P− r

q
.

We define

A± =

(
q ±r
±r̃N s

)
,

which satisfies

A−1± =

(
s ∓r
∓r̃N q

)
.

We have

(A+ − χ(q))P− r
q
≡ (A− − χ(q))P r

q
, (A−1− − χ(s))P− r

s
≡ (A−1+ − χ(s))P r

s
,

and so (A+ − χ(q))(1−M(q, s, r)) ∈ Ω1 where

M(q, s, r) = A−1+ P 2r
s
A−P 2r

q
=

(
1 2r

q

−2r̃N
s
−3 + 4

qs

)
∈ SL2(R).

The matrix M(q, s, r) ∈ SL2(R) is an elliptic matrix of infinite order, since its eigenvalues

are not roots of unity and the absolute value of its trace is < 2. Let γ =

(
a b
cN d

)
be

an arbitrary element of Γ0(N). Choose distinct primes q, s ∈ P with q = a − ucN and
s = d− vcN for integers u and v. Let r = b− av + uvcN − ud, so that

g|1
(
a b
cN d

)
= g|1Pu

(
q r
cN s

)
Pv = g|1

(
q r
cN s

)
Pv.

We have G1 |1 M(q, s, r) = G1 where G1 = g|1
(
q r
cN s

)
− χ(a)g (note χ(q) = χ(a)). By

Lemma 3.2 we must have G1 = 0, which establishes the weight-1 modular transformation
12



law. To complete the proof of the proof of Theorem 2.1, we note that the correct growth
of f(z) and g(z) at the cusps of Γ0(N) is a consequence of the assumption that Lf (s) and
Lg(s) converge in some right half-plane1.

3.3. Proof of Theorem 2.2. Let k ∈ {0, 1} and say q is a prime such that q - N . For all
primitive ψ mod q, we have

(3.33)
∑

a mod q
(a,q)=1

ψ(a)f |kPa
q

=
∑

a mod q
(a,q)=1

ψ(a)f |k
(

q −a
−ãN Naã+1

q

)
Pa
q
.

Indeed, when k = 0 this follows from [NO20, equation (3.16)] and when k = 1 this is
equation (3.31). Though the argument in [DPZ02] is written for a group action slightly
different to (3.1), analysing the proof we see that it may be modified to our situation using
equations (3.6) and (3.4) and the axiomatic properties of group actions.

3.4. Proof of Theorem 2.3. The Fourier expansion of f immediately implies it is an
eigenfunction of ∆k. Below we will establish the modular transformation laws with respect
to Γ0(N). Given that, the correct growth property of f(z) at the cusps of Γ0(N) is a
consequence of the convergence of Lf (s) in some right half-plane.

Proof when 1 ≤ N ≤ 4. In this case Γ0(N) is generated by the matrices P1, HNP−1H
−1
N , and

so the result follows from equations (3.6) and (3.4). �

Proof when N ∈ {5, 6, 7, 8, 9, 10, 12, 16}. The proof given in [CF95] does not require any el-
liptic matrices and so can be modified to real-analytic setting using the action (3.1) and
equations (3.6), (3.4), and (3.9). �

For N ∈ Z, introduce

Q =

(
−1 0
0 −1

)
, WN =

(
1 0
N 1

)
.

In particular,

(3.34) Q ≡ 1, WN = HNP−1H
−1
N ≡ 1.

Proof when N = 11. When k = 1 the result follows from [CF95] and Lemma 3.2. When
k = 0, analysing the proof given in [CF95] it suffices to show that f is invariant under the

matrix

(
3 −1
−11 4

)
. From [loc. cit.], we know that

1−
(

3 −1
−11 4

)
=

(
1−

(
3 −1
−11 4

))(
1 −2/3

11/2 −8/3

)
,

in which the final matrix on the right-hand side is elliptic of infinite order. On the other
hand, we know that

W11 =

(
2 −1
11 5

)
P

(
3 −1
−11 4

)(
2 −1
11 5

)−1(
3 −1
−11 4

)−1
≡ 1,

1The proof given in [Ogg69, V-15] can be modified to real-analytic forms.
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and that

(
2 −1
11 5

)
≡ 1 by [loc. cit.]. Combining these two facts, we deduce that

1−
(

3 −1
−11 4

)
=

(
1−

(
3 −1
−11 4

))(
2 −1
11 5

)−1
.

The final matrix on the right-hand side does not have the same fixed point as

(
1 −2/3

11/2 −8/3

)
and so we are done by Lemma 3.2. �

We introduce

A =

(
7 −1
36 −5

)
∈ Γ0(18), B =

(
13 −8
18 −11

)
∈ Γ0(18),

C =

(
13 −2
20 −3

)
∈ Γ0(20), D =

(
19 −4
24 −5

)
∈ Γ0(24).

One may check that the table below records a set of generators for Γ0(N) when N ∈
{18, 20, 24}.

N Generators for Γ0(N)

18 P1, Q, A, B,

(
71 −15
90 −9

)
,

(
55 −13
72 −17

)
,

(
7 −2
18 −5

)
,

(
31 −25
36 −29

)
.

20
P1, Q, C,

(
49 −9
60 −11

)
,

(
31 −7
40 −9

)
,

(
29 −8
40 −11

)
,(

31 −9
100 −29

)
,

(
17 −6
20 −7

)
.

24
P1, Q, D,

(
19 −2
48 −5

)
,

(
61 −7
96 −11

)
,

(
59 −8
96 −13

)
,

(
13 −2
72 −11

)
,(

17 −5
24 −7

)
,

(
61 −25
144 −5

)
,

(
13 −6
24 −11

)
,

(
−5 −2
48 −19

)
.

For N ≡ 0 mod 2, define

JN =
1√
2

(
−2 1
N −N+2

2

)
∈ SL2(R).

Though the argument in [CF95, Lemma 3] is written for a group action slightly different to
(3.1), analysing the proof we see that it may be modified to show that J18 ≡ −1 provided
22 does not divide N . On the other hand, for N ≡ 0 mod 4 define

LN =

(
N
4
− 1 −1

2
N
2

−1

)
∈ SL2(R),

which satisfies LN ≡ NLN = (P 1
2
HN)2 ≡ 1. We may now rewrite the table above.
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N Generators for Γ0(N)

18
P1, Q, A, B, BH18J18W18J18H

−1
18 W

−1
18 A

−1,
QBJ−218 W

−1
18 A

−1, Q(W18J18)
−2A−1, QP1H18J

−1
18 W

−1
18 J

−1
18 H

−1
18 B

−1.

20
P, Q, C, CL−220W

−1
20 L

−1
20 CQ, CL−220 CL

−1
20 ,

CL−120W
−1
20 L

−1
20 CL

−1
20 Q, L2

20C
−1W−1

20 L
−1
20 CL

−1
20 , CL−320 .

24

P1, Q, D, L2
24, L24W24P

−1
1 DL24, QP1/2L

−1
24D

−1P1/2L24,
H24P

−1
1 DP−11/2DP1/2H

−1
24 , QP1/2D

−1P1/2,

L24P
−1
1 L−124 , L24W24L

−1
24 , (W−1

24 L
−1
24 P1)

2.

Note that these generating sets are far from minimal, for example, the list in the case N = 20
may be simplified to:

P1, Q, C, L20W20L
−1
20 , L−120W20L20, L20CL

−1
20 , L−120 CL20, L3

20.

Proof in case N = 18. Since 4 - 18, we have that J18 ≡ 1. By the list of generators for Γ0(18)
given in the table and equations (3.6), (3.4), and (3.34), it suffices to prove that γ ≡ 1 for
γ ∈ {A,B}. Noting that

B = PH18AH
−1
18 P

−1, A ≡
(
−11 −1
−54 −5

)
W−1

18 ,

it is enough to show that

(
−11 −1
−54 −5

)
≡ 1. Because 32|N , we have f |kU3 = 0 which implies

P1/3 + P−1/3 ≡ −1. Therefore:

(3.35) (P1/3 + P−1/3)J18 ≡ 1 ≡ J18(P1/3 + P−1/3).

Multiplying equation (3.35) by P1/3J18, we deduce:(
−11 −1
−54 −5

)
+

(
25 −7/3
−54 −5

)
≡
(

13 4/3
−108 −11

)
+ 1,

and on the other we have (
13 4/3
−108 −11

)
≡
(

25 −7/3
−54 −5

)
.

Combining the previous two equations, we are done. �

Proof in case k = 1 and N ∈ {14, 15, 17, 20, 23, 24}. For N ∈ {14, 15, 17, 23}, we may mimic
the argument given in [CF95] using Lemma 3.2 in place of [CF95, Lemma 5]. When N = 20,
it suffices to prove that C ≡ 1. We have

(3.36)

(
1−

(
3 −1
40 −13

)
P1/3

)
+

(
1−

(
3 −2
20 −13

)
P2/3

)
≡ 0.

Noting that (
3 −1
40 −13

)
≡ CL−220 ,

(
3 −2
20 −13

)
≡ C−1,

equation (3.36) becomes

1− C ≡ (1− C)C−1P1/3L
2
20.
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The matrix C−1P1/3L
2
20 is elliptic of infinite order and so the result follows from Lemma (3.2).

When N = 24, it suffices to prove that D ≡ 1. We have

(3.37)

(
1−

(
5 −4
24 −19

)
P4/5

)
+

(
1−

(
5 4
−24 −19

)
P−4/5

)
+

(
1−

(
5 −2
48 −19

)
P2/5

)
+

(
1−

(
5 2
−48 −19

)
P−2/5

)
≡ 0.

Noting that (
5 −4
24 −19

)
≡ QD−1

(
5 4
−24 −19

)
≡ DP,(

5 −2
48 −19

)
≡ QL−224 ≡ 1,

(
5 2
−48 −19

)
≡ Q(W−1

24 L
−1
24 P )2 ≡ 1,

equation (3.37) becomes
1−D ≡ (1−D)D−1P3/5.

The matrix D−1P3/5 is elliptic of infinite order. The result now follows from Lemma 3.2. �

3.5. Proof of Theorem 2.4. Given a function f on H and γ =

(
a b
c d

)
∈ SL2(R), define

the function f |kγ by (
f |kγ

)
(z) = det(γ)k/2(cz + d)−kf

(
az + b

cz + d

)
.

Let f be defined as in (2.17). By equation (2.17) (resp. (2.16)), we know that

f = f |kP, f = f |kHN .

We may now argue as in Section 3.4, replacing Lemmas 3.1 and 3.2 by:

Lemma 3.3 (Lemma 5 in [CF95]). Suppose F is holomorphic on H and E ∈ SL2(R) is
elliptic. If f |kE = f , then either E has finite order or f is constant.

Holomorphy of f at the cusps follows from convergence of Lf (s) in some right half-plane,
as in [Ogg69, V-14].
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