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Abstract

The inherent analogue nature of medical ultrasound signals in conjunction with the abundant merits provided by digital image acquisition, together with the increasing use of relatively simple front-end circuitries, have created considerable demand for single-bit Σ–Δ beamformers in digital ultrasound imaging systems. Furthermore, the increasing need to design lightweight ultrasound systems with low power consumption and low noise, provide ample justification for development and innovation in the use of single-bit Σ–Δ beamformers in ultrasound imaging systems. The overall aim of this research program is to investigate, establish, develop and confirm through a combination of theoretical analysis and detailed simulations, that utilize raw phantom data sets, suitable techniques for the design of simple-to-implement hardware efficient Σ–Δ digital ultrasound beamformers to address the requirements for 3D scanners with large channel counts, as well as portable and lightweight ultrasound scanners for point-of-care applications and intravascular imaging systems.

In addition, the stability boundaries of higher-order High-Pass (HP) and Band-Pass (BP) Σ–Δ modulators for single- and dual- sinusoidal inputs are determined using quasi-linear modeling together with the describing-function method, to more accurately model the Σ–Δ modulator quantizer. The theoretical results are shown to be in good agreement with the simulation results for a variety of input amplitudes, bandwidths, and modulator orders. The proposed mathematical models of the quantizer will immensely help speed up the design of higher order HP and BP Σ–Δ modulators to be applicable for digital ultrasound beamformers.

Finally, a user friendly design and performance evaluation tool for LP, BP and HP Σ–Δ modulators is developed. This toolbox, which uses various design methodologies and covers an assortment of Σ–Δ modulators topologies, is intended to accelerate the design process and evaluation of Σ–Δ modulators. This design tool is further developed to enable the design, analysis and evaluation of Σ–Δ beamformer structures including the noise analyses of the final B-scan images. Thus, this tool will allow researchers and practitioners to design and verify different reconstruction filters and analyze the results directly on the B-scan ultrasound images thereby saving considerable time and effort.
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\( \omega_n \) Stop-band bandwidth

\( a \) Amplitude of the first input signal of the dual sinusoidal input signal, \( x_a(k) \)

\( a_x \) Amplitude of the input signal for single sinusoidal input \( x(k) \)

\( a_0(t) \) Gaussian envelope of sound wave \( p(t) \)

\( A_p \) Attenuation term of the sound waves

\( A(K) \) Noise amplification curve

\( A_{\text{min}} \) Minimum of noise amplification curve

\( A(z) \) Transfer function of all-pass filter

\( b \) Amplitude of the second input signal of the dual sinusoidal input signal, \( x_b(k) \)

\( c \) Speed of sound wave

\( d \) Space between array elements

\( D(z) \) Denominator of loop-filter in z-domain

\( e(k) \) Input signal to the quantizer

\( e_{x_a}(k), e_{x_b}(k) \) Quantizer input signals related to dual sinusoidal input signals \( x_a(k) \) and \( x_b(k) \)

\( f_B \) Signal bandwidth

\( f_s \) Sample frequency

\( f_0 \) Center frequency
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F(x)</td>
<td>Cumulative density function</td>
</tr>
<tr>
<td>$H_{HH}(z)$</td>
<td>Half-band filter composed of all-pass subsections</td>
</tr>
<tr>
<td>H(z)</td>
<td>Loop-filter in $z$-domain</td>
</tr>
<tr>
<td>i</td>
<td>indices for filter coefficients</td>
</tr>
<tr>
<td>in</td>
<td>indices (order) of cascaded of all-pass filters</td>
</tr>
<tr>
<td>k</td>
<td>Sample of signal</td>
</tr>
<tr>
<td>K</td>
<td>Quantizer gain</td>
</tr>
<tr>
<td>$K_a, K_b$</td>
<td>Quantizer gains related to dual sinusoidal input signals</td>
</tr>
<tr>
<td>$K_{\text{min}}$</td>
<td>Minimum quantizer gain value</td>
</tr>
<tr>
<td>$K_{\text{max}}$</td>
<td>Maximum quantizer gain value</td>
</tr>
<tr>
<td>$K_n$</td>
<td>Quantizer gain for noise model</td>
</tr>
<tr>
<td>$K_x$</td>
<td>Quantizer gain for signal model</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Gaussian test coefficient</td>
</tr>
<tr>
<td>L(z)</td>
<td>Overall loop-filter in summation of feedforward/feedback coefficients modulator topologies</td>
</tr>
<tr>
<td>m</td>
<td>Number of bits</td>
</tr>
<tr>
<td>N</td>
<td>Number of filter order</td>
</tr>
<tr>
<td>$N_1$</td>
<td>Order of the first modulator in MASH $\Sigma-\Delta$ modulator architecture</td>
</tr>
<tr>
<td>$N_2$</td>
<td>Order of the second modulator in MASH $\Sigma-\Delta$ modulator architecture</td>
</tr>
<tr>
<td>p</td>
<td>feedback coefficients of the $\Sigma-\Delta$ modulator topologies</td>
</tr>
<tr>
<td>p(t)</td>
<td>beam summation localized at focus point</td>
</tr>
<tr>
<td>P</td>
<td>Focus point</td>
</tr>
<tr>
<td>$p_\eta(t)$</td>
<td>ultrasound signal at $\eta$ th array element</td>
</tr>
<tr>
<td>$P_q(f)$</td>
<td>PSD of quantization noise</td>
</tr>
<tr>
<td>r</td>
<td>Depth</td>
</tr>
<tr>
<td>$r_{\text{max}}$</td>
<td>Maximum imaging depth</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$r_0$</td>
<td>Depth of focal point to the center of the ultrasound array</td>
</tr>
<tr>
<td>$r_\eta$</td>
<td>Distance of the focal point to the $\eta$ th array element</td>
</tr>
<tr>
<td>$R_s$</td>
<td>Stop-band attenuation</td>
</tr>
<tr>
<td>$S$</td>
<td>Number of ultrasound array elements</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Sample time interval</td>
</tr>
<tr>
<td>$u$</td>
<td>Iteration number for all-pass subsection of polyphase filters</td>
</tr>
<tr>
<td>$Q$</td>
<td>Quantization level</td>
</tr>
<tr>
<td>$q(k)$</td>
<td>Quantization noise</td>
</tr>
<tr>
<td>$Q(z)$</td>
<td>Quantization noise signal in $z$-domain</td>
</tr>
<tr>
<td>$w_N$</td>
<td>Feedforward coefficients of weighted feedforward summation topology</td>
</tr>
<tr>
<td>$x_d(k), x_b(k)$</td>
<td>Dual sinusoidal input signals</td>
</tr>
<tr>
<td>$x(k)$</td>
<td>Discrete-input signal</td>
</tr>
<tr>
<td>$x(t)$</td>
<td>Continuous-time input signal</td>
</tr>
<tr>
<td>$X(z)$</td>
<td>Input signal in $z$-domain</td>
</tr>
<tr>
<td>$y(k)$</td>
<td>Discrete-time output signal</td>
</tr>
<tr>
<td>$y_x(k)$</td>
<td>Output signal of signal model</td>
</tr>
<tr>
<td>$Y(z)$</td>
<td>Output signal in $z$-domain</td>
</tr>
<tr>
<td>$Y(z)$</td>
<td>Output signal in $z$-domain</td>
</tr>
<tr>
<td>$2w$</td>
<td>Ultrasound transducer size</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

The sigma-delta (Σ-Δ) analogue-to-digital (A/D) converter architecture of Inose and coworkers [Ino62], [Ino63] emerged as a modification of ‘delta’ modulation, which was first invented at the ITT Laboratories in France by E. M. Deloraine, S. Van Mierlo, and B. Derjavitch in 1946 [Del46], [Del53]. The idea behind delta-modulation was to transmit the changes (delta) in sample values rather than the values themselves. The Cutler patent [Cut52], [Cut60] introduced the oversampling technique with the noise-shaping concept by describing first- and second-order noise-shaping loops. Later in 1965, Brahm’s patent [Bra65] described the second-order multi-bit oversampling noise-shaping A/D converter. However, the name ‘delta-sigma’ modulation to describe the Cutler’s noise-shaping oversampling architecture was first introduced by Inose, Yasuda and Murakami in the early 1960s [Ino62], [Ino63]. The basic principle behind Σ-Δ modulation is to use a feedback loop to track the input signal by the coarse feed-back quantization error [Che98], [Nor97]. The work described until the mid 1960s was related to the transmission of oversampled digitized signals rather than the actual implementation of Nyquist A/D converters. The first design of using digital filters and decimators following the Σ–Δ modulators was first published by Goodman at Bell Labs in 1969 [Goo69]. This was then further extended to multi-bit Σ–Δ modulators by Candy in 1974 [Can74]. Extensive discussions of the most commonly used Σ–Δ modulator architectures and the key milestones of the history of Σ–Δ modulators are well detailed in [Hau91], [Kes08a].
Even though the concepts of Σ–Δ modulation were first presented in the middle of the last century, they were not widely used until the 1980s due to improvements in integrated circuit (IC) technology [Can92], [Eyn91], [Fer91], [Nor97]. Advances in very-large-scale-integration (VLSI) technology have made oversampling A/D converters more attractive in digital processing applications [Azi96], [Gai89], [Can92], [Nor97]. Because of their relative simplicity and ease of integration into other processing elements, Σ–Δ A/D converters have been widely used in applications such as instrumentation, voice-band, data telecommunications, high-fidelity audio and speech, metering applications, data-acquisition, telecom, radar and sonar [Ada86], [Adl98], [Can92], [Hou03], [Hau91], [Lia14], [Par05], [Rib94], [Rus03], [Sch02], [Sir15], [Sun03]. Also, there are several applications of Band-Pass (BP) Σ–Δ data converters such as in digital radio systems [Bry94], [Hag02], [Nak01], [Par14], [Qia15], [Tro93], [Vun05], [Yan14], receivers for digital mobile cellular telephony [Erg99], [Gau94], [Hen01], high-speed modems [Baz95], satellite communication services [Chu97] as well as in GNSS front-end applications [Kim07]. The Σ–Δ modulators are also used in sensor systems to shape out the noise from the sensor itself and its environment [Sap08]. In addition, Σ–Δ modulators are widely used in biomedical imaging systems such as ultrasound imaging systems [Tex13], [Bil10], [Fre99], [Koz01], [Nor96], [Tex10], Electroencephalogram (EEG) and Electrocardiogram (ECG) [Chi15], [Tex10], [Shu06], Magnetic Resonance Imaging (MRI) [Tex10], [Tex13], Computed Tomography (CT), [Tex13], Positron Emission Tomography (PET) [Lai15]. Examples of commercial Σ–Δ modulator products (ADS1605, ADS1610, ADS1258, ADS1278) used in medical applications are given in Table 1-1.

<table>
<thead>
<tr>
<th>Product</th>
<th>ADS1605</th>
<th>ADS1610</th>
<th>ADS1258</th>
<th>ADS1278</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>2.45 MHz</td>
<td>5 MHz</td>
<td>61 kHz</td>
<td>62 kHz</td>
</tr>
<tr>
<td>Sampling Rate</td>
<td>5 MSPS</td>
<td>10 MSPS</td>
<td>125 kSPS</td>
<td>144 kSPS</td>
</tr>
<tr>
<td>Bit-Resolution</td>
<td>16-bit</td>
<td>16-bit</td>
<td>24-bit</td>
<td>24-bit</td>
</tr>
<tr>
<td>Application</td>
<td>Ultrasound, MRI</td>
<td>Ultrasound, MRI</td>
<td>ECG, EEG</td>
<td>ECG, EEG</td>
</tr>
</tbody>
</table>

Table 1-1 Σ–Δ modulator product examples used in biomedical applications [Tex10], [Tex13]
As shown in Table 1-1, high sampling rate with high bit-rates required by ultrasound imaging- and MRI systems can be achieved with state-of-art Σ–Δ modulators (ADS1605, ADS1610). On the other hand, ECG- and EEG systems require lower sampling frequency with higher bit-resolution (ADS1258, ADS1278).

Ultrasound imaging compared to the other medical imaging techniques (x-ray, MRI, CT), provides high-resolution images without the use of ionizing radiation. This makes them perfectly safe and thus popular to use especially for regular scans [Tex10], [Ali08].

Ultrasound is defined as acoustic waves with frequencies above those which can be detected by the ear, from about 20 kHz to several hundred MHz [Wel69]. Ultrasound for medical applications typically uses only the portion of the ultrasound spectrum from 1 MHz to 50 MHz, which is used to produce images of the exposed part of the body including the heart, vessels, kidney, liver, developing fetuses and other soft tissues [Hav79], [Wel69]. The ultrasound waves are generated by a transducer which is held against the body as shown in Figure 1-1. The piezoelectric crystal elements in the transducer start to vibrate and produce high-frequency sound waves when a high voltage is applied across the transducer. Ultrasound waves are generated by converting a radio frequency (RF) electrical signal into mechanical vibration via a piezoelectric transducer. Through their propagation, sound-waves are partially reflected and refracted depending on the tissue they are exposed to. When two mediums with different densities are located next to each other, an acoustic impedance mismatch is created and sound waves are reflected by this mismatch. Therefore, the ultrasound imaging technique is based on processing these echo signals [Sho88]. The processed echo signals are then reconstructed and displayed on a monitor as gray-scaled, called B-mode, which allows obtaining information about the structure and nature of tissues and organs of the body. In the B-mode (brightness mode) in ultrasound, the transducer simultaneously scans a plane through the body that can be viewed as a two-dimensional image on screen. This is composed of bright dots representing the ultrasound echoes. The brightness of each dot is determined by the amplitude of the returned echo signal.

In ultrasound scanning systems, in order to scan a sufficiently wide far field, the ultrasound signals have to diverge from virtually the same point. In other words, ultrasound signals should be originated from the same point, which is called beam focusing or beamforming [Joh93]. Beam focusing can be performed mechanically by placing acoustic lenses on the surface of the transducer. However, the common process is beam focusing electronically using phased arrays, as used in this PhD study. Transducer arrays can be
explained as a single transducer element divided into S-elements, and each element transmits and receives ultrasound pulses differently. During the transmit- and receive-process, focusing can be performed electronically using phased arrays. The differences in propagation time from a focus point to each array element are compensated by time delays in order to maintain a coherent summation. Therefore, beamforming is defined as the summation of phase-shifted signals that are generated from a common source, but received at different times. The echo signals are delayed dynamically by an appropriate amount and added together to form a beam [Ald07], [Joh93], [Tho96]. By adjusting the time delays across the array, a region of interest can be scanned over predetermined directions and depth. The echoes are processed by a digital beamformer and in the B-mode the brightness of each pixel in the image is adjusted as a function of the amplitude of the reflected signals. A simplified block diagram of an ultrasound system is given in Figure 1-1.

![Figure 1-1 Simplified block diagram of the ultrasound system](image)

Ultrasound systems are signal processing intensive and thus the performance of digital ultrasound imaging systems is strongly dependent on the front-end-components. The front-end components are the bottleneck to system’s performance; once noise and distortion have been introduced, it is essentially impossible to remove them. At this stage, the precision of the A/D conversion becomes critically important. Therefore, on-going research is focusing in two main areas:

- Increasing the image quality [Ali08], [Tex13].
- Decreasing the power consumption and size in order to design more portable, accessible and affordable ultrasound systems [Hem15], [Wag12], [Tex13].
1.1 Motivation

The typical channel count number of an ultrasound system can vary from 8 for ultra-portable systems to 512 for high-end devices, whereas for 3-dimensional (3D) systems this number can be even higher [Tex13]. As a result, the major challenge in ultrasound imaging systems is to simplify the front-end hardware especially for economical scanners with large channel count beamformers.

In the 1990s, ‘system-on-chip’- design and manufacturing made \( \Sigma-\Delta \) modulators even more popular especially in mixed signal ICs which combined the ADC, DAC and DSP functions on to a single chip [Kes08]. \( \Sigma-\Delta \) modulators can employ a digital ultrasound beamformer to simplify the array front-end and beamforming to handle the data acquisition and signal processing. This is seen to critically affect the overall cost and performance of the ultrasound system [Bil10], [Sea02]. State-of-the-art ultrasound imaging systems are moving in the directions of using full-scale real-time 3D imaging [Sav03]. These consist of 2D arrays with thousands of elements, and micro devices such as portable and lightweight scanners as well as intravascular imaging systems [Bil10], [Deg06], [Gill07], [Ora03], [Sal07], [Sav03], [Tex13]. As a result, reducing the cost, size, and power consumption of the front-end by deploying \( \Sigma-\Delta \) modulators is crucial for the design of low-cost and ‘on-chip’ design compact beamformers.

Besides the reduced hardware- and signal processing complexity of the front-end, the use of \( \Sigma-\Delta \) beamformers introduces severe image artefacts in the final image, thus significantly reducing the image quality [Fre99]. The repeated/omitted samples during beamforming degrade the synchronization between the modulator and demodulator, which leads to elevated noise floor in the reconstructed signal. As a result, the increased in-band noise level reduces the image resolution causing significant image artefacts which appear as a snowy background. Therefore, to reduce the artefacts many studies were investigated in the open literature [Bil02], [Bil10], [Bru02], [Che08a], [Che08b], [Fre99], [Han02], [Hem15], [Koz01], [Nil08], [Nor96], [Tom05], [Tho96]. However, the improvements were achieved by modifying the beamforming processes or \( \Sigma-\Delta \) beamformer structures at the expense of either increased hardware- or signal processing complexity of the array front-end. Therefore, the main motivation of this PhD project is to design, analyse and evaluate hardware efficient structures for enhancing the image resolution for ultrasound \( \Sigma-\Delta \) beamformers.
1.2 Objectives

The principles and the performance limitations including stability analysis of the \( \Sigma-\Delta \) modulators are given followed by an overview of the present architectures of \( \Sigma-\Delta \) ultrasound beamformers. A new reconstruction architecture is introduced, which has the potential of achieving high image quality without compromising the basic structure of \( \Sigma-\Delta \) modulators. In order to analyze the principles and design methodologies of \( \Sigma-\Delta \) ultrasound beamformers, the first objective is to give a comprehensive coverage of the design principles of the \( \Sigma-\Delta \) modulators and to determine the stability boundaries of higher-order low-Pass (LP), band-pass (BP) and high-pass (HP) \( \Sigma-\Delta \) modulators.

The second objective is to develop techniques for improving image resolution for digital ultrasound systems that utilize \( \Sigma-\Delta \) modulator based beamformers by significantly simplifying the hardware complexity of the ultrasound system front-end.

The third objective is to develop a user friendly design and performance evaluation tool for LP, BP and HP \( \Sigma-\Delta \) modulators, which is further modified to enable the performance analysis for digital ultrasound \( \Sigma-\Delta \) beamformers.

1.3 Contributions by the Author

The contributions resulting from this thesis can be summarized in two categories. The first category is the original contributions covering novel propositions, which to the author’s best knowledge have not been reported elsewhere in the open literature. The second category refers to the extensions or developments of existing works.

1.3.1 Novel Contributions

- Novel techniques are developed to suppress the image artefacts and improve image resolution for digital ultrasound systems that utilize \( \Sigma-\Delta \) modulator based beamformers. Different from the existing approaches, the image artefacts that are produced by \( \Sigma-\Delta \) beamformers are proposed to be eliminated in the reconstruction stage after the beam summation by post-processing techniques. Moreover, the proposed techniques result in greatly simplified hardware complexity. This to the author’s best knowledge has not been proposed in the literature.
• The typical element number of an ultrasound phased array system can vary from 128 to 512, which results between 128-512 beamformers in the front-end. Therefore any increase in the beamformer complexity affects the overall complexity of the front-end dramatically. The existing artefact reduction methods in the literature modify either the structures of $\Sigma$–$\Delta$ modulators or the align-and-sum processes in each of the 128-beamformers, which significantly increase the hardware complexity of the front-end components. On the other hand, the proposed method eliminates the artefacts in the reconstruction stage and does not need any modification in the conventional single-bit beamforming processes or the $\Sigma$–$\Delta$ modulator structures. In addition, since the proposed post-processing filters are applied after the beam summation, only one such filter is required per beam sum. Therefore, the hardware simplicity of the conventional single-bit $\Sigma$–$\Delta$ beamformer structures is completely preserved. As a result, the simplicity of the proposed hardware efficient reconstruction methods makes it suitable for cost-efficient, intra-vascular, portable, lightweight ultrasound scanners as well as 3D scanners with large channel counts.

• The conventional LP reconstruction filters are shown to be insufficient to eliminate the elevated noise floor at the low-frequencies due to the repeated/omitted samples in dynamic focusing. Therefore, novel BP reconstruction filters are proposed to suppress the low-frequency noise components \cite{Alt11b}.

• However, it has been shown that the noise elevation is changing dynamically due to the dynamic focusing. Therefore, novel adaptive rank-ordered filters with variable cut-off frequencies adaptive to the noise characteristics are developed to reduce the demodulation error \cite{Alt11c}.

• Further improvements in the resolution are proposed by employing the novel rank-ordered filters in combination with BP decimation filters. The performance of the proposed hardware efficient methods has been tested by means of emulations using RF data acquired from two different phantoms. It was verified through extensive simulation results that the proposed structures improve the image resolution and provide high quality B-scan images comparable to the ones obtained by multi-bit A/D beamformers.
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- The hardware complexity of the LP- and BP-decimation filters are further simplified by proposing polyphase filters as cascaded all-pass filters, which to the author’s best knowledge have not been reported elsewhere in the open literature.

- A novel Graphical User Interface (GUI) driven design and performance analysis tool for the reconstruction filters for the ultrasound Σ–Δ beamformers is created including the envelope detection and scan conversion stages. This tool will allow researchers and practitioners to design and verify different ultrasound reconstruction filters and analyse the results directly on the B-scan ultrasound images thereby saving considerable time and effort.

1.3.2 Development/Extended Contributions

- The non-linear quantizer in the feedback-loop complicates the stability analyses of higher-order Σ–Δ modulators [Ard97]. Therefore, time-consuming simulations are required to verify the stability. In order to derive the stability boundaries and stable amplitude limits, many publications are reported in the open literature [Aga83], [Ard87], [Lot07], [Lot13], [Ris94a], [Ris94b], [Sch97], [Zha00]. However, they are confined to certain modulator types or modulator-orders. Therefore, in this PhD project, a methodology that involves more accurate modelling of the quantizer for the design and evaluation of LP, BP and HP Σ–Δ modulators including more accurate stability analyses are presented.

- The prediction of the maximum stable amplitude limits for LP Σ–Δ modulators are detailed in [Lot07], [Lot08]. However the accuracy and the reliability of the existing quantizer model had not been previously verified for higher-order HP [Alt10b] and BP Σ–Δ modulators [Alt10a], [Alt11a]. Therefore, the validation of the existing stability curve analyses for the design of LP Σ–Δ modulators are extended in terms of a variety of Σ–Δ modulator specifications such as the bandwidth, modulator order and stop-band attenuation. The proposed mathematical models of the quantizer will immensely help speed up the design of higher-order HP and BP Σ–Δ modulators.

- MATLAB routines have been developed for the complete image acquisition systems for Nyquist A/D and conventional Σ–Δ ultrasound beamformers using real ultrasound data-sets. Routines are developed to simulate the entire beamforming stages followed by reconstruction stages for the final B-scan sector image display.
• Routines in MATLAB have been developed for various performance evaluation parameters for ultrasound images such as: Signal-to-Noise Ratio (SNR), contrast-to-noise ratio (CNR), Point Spread Function (PSF)-lateral, PSF-axial.

• A user-friendly design tool has been created in the MATLAB/Simulink environment to speed up the design, analysis and evaluation of single-stage and multistage sigma-delta (Σ–Δ) modulators. A variety of Simulink-based design topologies of LP, BP and HP Σ–Δ modulators are developed [Alt09]. The creation of a Graphical User Interface (GUI) driven design tool for HP Σ–Δ modulators has not been previously reported in the public domain to the best knowledge of the author.

1.4 Thesis Organization

Chapter 2 presents the fundamental concepts of LP, BP and HP Σ–Δ modulation, lists some of the fundamental modulator design choices; various design topologies and their design methodologies including modulator performance analyses. A comprehensive coverage of the fundamental design principles of Σ–Δ modulation are detailed and their characteristics are compared with those of Nyquist rate and conventional oversampling A/D converters. A detailed explanation of the operation of single-stage, multi-stage-, and distributed feedback Σ–Δ modulator topologies are provided. In addition, system-level description as well as the design and analysis of BP and HP Σ–Δ modulators are provided. The LP-to-BP (LP → BP) and LP-to-HP (LP → HP) frequency transformations are explained and analysed in order to design BP and HP loop-filters for arbitrary normalised centre frequencies and bandwidths.

Chapter 3 provides the non-linear stability analyses of higher-order HP and BP Σ–Δ modulators for single- and dual-sinusoidal inputs. The maximum stable amplitude limits for Butterworth filter- and Chebyshev Type-II filter-based Σ–Δ modulators are established by using a combination of the Describing Function (DF) method with quasi-linear modelling of the quantizer. Closed-form mathematical expressions are derived for the stability curves for different quantizer gain values. The stability prediction for the maximum stable input limits for higher-order inverse Chebyshev and Butterworth based HP and BP Σ–Δ modulators for different stopband attenuation and bandwidths are established. The theoretical results are
shown to be in good agreement with the simulation results for a variety of input amplitudes, bandwidths, and modulator orders.

In Chapter 4, the main features and constraints of ultrasound image reconstructions employing conventional 10-bit A/D and single-bit Σ–Δ beamformers are examined. A comprehensive coverage of the main factors that affect the image quality obtained by Σ–Δ beamformers is presented. The characteristics of the image artefacts caused by conventional single-bit Σ–Δ beamformers are examined qualitatively and quantitatively by means of emulations using RF data acquired from two different phantoms.

Chapter 5 presents the design analysis and evaluation of novel classes of Σ–Δ beamformer reconstruction techniques with reduced image artefacts and significantly increased image quality, in which the hardware simplicity of the array system is the key objective. First of all, the band-pass reconstruction technique is developed to eliminate the image artefacts at the low frequencies and improve the image quality for Σ–Δ beamformers. The second technique, which is absolutely novel, involves the use of adaptive LP- and BP-reconstruction filters, to suppress the dynamically changing noise components along the scan depth. The third reconstruction approach, which significantly reduces the hardware complexity, employs polyphase-filter structures in combination with adaptive rank ordered filters. Detailed models of these Σ–Δ beamformer reconstruction filters incorporating the simulations of the entire image acquisition steps of the digital ultrasound systems are evaluated at the final ultrasound images. Detailed guidelines for the choice of reconstruction filters as well as coefficient complexity are obtained and presented in tabular form. Graphs and charts are provided, which depict beamformer performances including signal-to-noise ratios, contrast-to-noise ratios as well as the quality of the final B-scan images.

Chapter 5 introduces a design tool for LP, HP and BP Σ–Δ modulators to speed up the design, analysis and evaluation of single- and multi-stage Σ–Δ modulators. The toolbox is further extended as an analysis tool for a variety of reconstruction filters designed for digital ultrasound Σ–Δ beamformers including the filter responses and noise analyses in terms of Signal-to-Quantization-Noise Ratio (SNQR) values.

Chapter 6 gives a summary of the research study highlighting the novelties resulted from this PhD study and suggestions for the future research directions.
1.5 Author’s Publications

The key publications are listed as follows: The author’s surname has changed to Engindeniz; please note that all the published papers are under the previous surname (Altinok)


Chapter 2

An Overview of $\Sigma$–$\Delta$ Modulators

In order to analyze the ultrasound applications based on the $\Sigma$–$\Delta$ modulators, the theory of sigma-delta converters is introduced with an overview of LP, BP and HP $\Sigma$–$\Delta$ modulators including a review of Nyquist rate A/D converters, the basic principles of $\Sigma$–$\Delta$ modulators, the $\Sigma$–$\Delta$ modulator topologies and their design methodologies as well as the basic metrics to analyze the $\Sigma$–$\Delta$ modulator performance. Section 2.1 describes conventional A/D conversion with a conventional Nyquist sampling rate. The simulation methods and the parameters to be used to analyze the performance of the converter are given in Sections 2.3 and 2.4. This is followed by the basic principles of LP $\Sigma$–$\Delta$ converters and how they combine the advantages of oversampling techniques with the noise-shaping concepts. In Section 2.5 low- and higher-order LP $\Sigma$–$\Delta$ modulators are designed, examined and analyzed. Various single-loop and multi-stage $\Sigma$–$\Delta$ modulator analysis and simulations are introduced. The noise transfer function design methods by using differencers, Butterworth and inverse Chebyshev filters are introduced. In Sections 2.6 and 2.7 BP and HP $\Sigma$–$\Delta$ converter architectures are described in detail.
2.1 Nyquist-rate A/D Converters

A/D conversion is based on two separate operations: uniform sampling in time, and quantization in amplitude. The conventional A/D conversion process is shown in Figure 2-1. A Sample-and-Hold (S/H) circuit samples a continuous-time signal, \( x(t) \), at uniformly spaced time interval \( T_s \) \([\text{Opp89}], [\text{Sha49}], [\text{Pro96}]\) in order to have discrete-time signal \( x(k) \) at samples of \( k \).

\[
x(k) = x(kT_s) = \sum_{k=-\infty}^{\infty} x(t) \delta(t - kT_s)
\]

The effect of the S/H process in the frequency domain results in the appearance of replicas of the original signal spectrum at integer multiples of the sampling frequency \( f_s = 1/T_s \) \([\text{Opp89}]\):

\[
X_s(f) = \frac{1}{T_s} \sum_{l=-\infty}^{\infty} X(f - lf_s)
\]

where \( l \) represents discrete index in the frequency domain and \( X_s(f) \) represents the spectrum of the sampled signal, and \( X(f) \) is the spectrum of the original continuous-time
signal. Although the analogue input signal is continuously changing, the output of the S/H circuit must be constant between samples so that the signal can be quantized properly.

According to Shannon’s sampling theorem [Sha49], if the sampling frequency $f_s$ is less than twice the signal bandwidth $f_B$, the repeated versions of the signal will overlap resulting in signal distortion known as aliasing [Opp89]. To avoid aliasing, an anti-aliasing filter is used, which exhibits a flat response over the signal band of interest and attenuates the frequencies above the signal-band. As a result, the input signal is forced to be band-limited [Par98].

Once the signal is sampled, the amplitudes are quantized by mapping the sampled sequence into a finite set of predefined values. The quantization levels $Q$ and the digital word length $m$, i.e. number of bits, can be expressed by the following relationship: $Q = 2^m$. For an A/D converter with $Q$ quantization levels, only input values separated by at least the step size of the quantizer ($\Delta$) can be distinguished or resolved to different output levels [Azi96]:

$$\Delta = \frac{2V}{Q-1} = \frac{2V}{2^m-1} \quad (2.3)$$

The error of the quantizer, $q(k)$, added to the system can be modelled as the difference between the output sequence $y(k)$ and the input sequence $x(k)$, where $q(k)$ can be considered as a random variable in the interval $[-\Delta/2, \Delta/2]$ with equal probability. The quantization error can be considered as an independent additive white noise source [Can81]. By doing so, the quantization error signal is assumed to be:

- Uncorrelated to the quantizer input signal,
- Uniformly distributed within the interval $[-\Delta/2, \Delta/2]$ and approximately equal to $\frac{1}{\Delta}$.

For zero mean $q(k)$, the mean square quantization noise power is the variance of the quantization noise, $\sigma_q^2$, which can be written as in [Azi96]:

23
Consider an $m$-bit quantizer with $Q = 2^m$ quantization levels (2.3), so that (2.4) yields:

$$
\sigma_q^2 = \frac{\Delta^2}{12} = \left(\frac{2V}{2^m - 1}\right)^2 / 12 \leq \left(\frac{2V}{2^m}\right)^2 / 12
$$

(2.5)

### 2.2 $\Sigma$–$\Delta$ A/D Converters

The A/D converter based on the $\Sigma$–$\Delta$ modulation, which is capable of providing a very high resolution for low-to-medium signal bandwidth applications such as those used in the front-end components of the medical ultrasound systems [Chi15], [Fre97], [Hem15], [Jun13], [Kar00], [Koz01], [Kri13], [Nor96], [San13], [Tex13], [Tov04], [Tom13]. In contrast to Nyquist rate A/D converters, $\Sigma$–$\Delta$ modulators are based on two major processes: oversampling and noise-shaping [Ada94], [Aziz96], [Can85], [Nor97], [San13].

#### 2.2.1 Oversampling

Oversampling is the process of sampling a signal with a sampling frequency that is significantly higher than the bandwidth of the highest frequency component of the sampled signal. Oversampling helps to reduce the in-band quantization noise, improves resolution and avoids aliasing [Ada98], [Nor97]. Since the input signal has equal probability to have any value between the step sizes $\pm \Delta$, the total power of the sampled signal and the total power of the original signal are exactly the same. On the other hand, the noise power produced is the same as that produced by a Nyquist rate converter, but its frequency distribution is different because of the OverSampling Ratio (OSR). The quantization noise is designated as white noise [Can85], [Gra90] with zero mean uniformly distributed between $[-f_s/2, f_s/2]$ and independent from the input signal. Therefore, the probability density function of the quantization noise is assumed to be uniform and in the oversampling case is spread over a bandwidth $f_s$ which is much bigger than the signal bandwidth $f_B$. Therefore, as seen in Figure 2-3, a considerably smaller part of this total noise power falls in the
signal-band \([-f_B, f_B]\). As a result, the quantization-noise power has been reduced by the OSR, where \(OSR = \frac{f_s}{2f_B}\).

The power spectral density of the quantization noise, \(P_q(f)\), spread uniformly over the frequency range \([-f_s/2, f_s/2]\), can be therefore written as in [Ben48], [Can81]:

\[
P_q(f) = \frac{\sigma_q^2}{f_s}
\] (2.6)

The in-band noise power \(\sigma_{qb}^2\) for the oversampled A/D converter case is given by [Azi96]:

\[
\sigma_{qb}^2 = \int_{-f_B}^{f_B} P_q(f) df = 2 \int_{f_B}^{f_s} P_q(f) df = \int_{0}^{f_B} 2\sigma_q^2 df
\] (2.7)

As a result, the in-band quantization noise power is reduced by the OSR:

\[
\sigma_{qb}^2 = \sigma_q^2 \left( \frac{2f_B}{f_s} \right) = \sigma_q^2 / OSR
\] (2.8)

Typical values of the OSR lie in the range of 8-512. The maximum \(f_s\) is restricted by technology limitations. Higher \(f_s\) imply higher clock rates, which increase the power consumption of the chip. On the other hand, smaller OSRs are constrained by the resolution specification of the modulator. Therefore, there is a trade-off between resolution and power consumption.

2.2.2 **Noise-shaping:**

The oversampling technique becomes more effective if used in combination with noise-shaping, resulting in a further reduction of the in-band quantization noise. Noise-shaping is a technique which alters this noise spectrum so that it is no longer uniform, but rather, is shaped such that most of the noise power is shifted to frequencies outside the signal band. As shown in Figure 2-2, a conventional \(\Sigma-\Delta\) modulator as reported in [Azi96], [Nor97] consists of:

- A feedforward loop-filter, transfer function of \(H(z)\), (accumulator)
• A 1-bit quantizer enclosed in a feedback loop.

Figure 2-2 (a) Block diagram of Σ–Δ A/D converter, (b) Linear model representation of Σ–Δ modulator

As given in Figure 2-2-a, the Σ–Δ A/D converter consists of an anti-aliasing filter, a sampler, a Σ–Δ modulator and a digital decimator. The basic idea of Σ–Δ A/D converters is to exchange the resolution in amplitude for resolution in time. Therefore, the analogue input signal is modulated at a sampling rate much higher than the Nyquist sampling rate, and the shaped quantization noise is filtered by digital decimation filters [Nor97]. The feedback loop of an oversampling low-pass Σ–Δ modulator allows the input signal to pass essentially unfiltered through the converter, but high-pass filters the quantization noise [Can81], [Can85], [Can92]. Since the high frequency noise components can be removed by means of a digital decimation filter without affecting the input signal, high resolution at the output can be obtained [Nor97].
The 1-bit quantizer makes the $\Sigma$–$\Delta$ modulator a non-linear system which is highly difficult to analyse. Therefore an approximate linear model is used, where the quantizer is replaced with an additive white noise source $q(k)$. This approach is straightforward to apply and widely used by many practitioners in the field for preliminary design analysis. Furthermore, the D/A converter is assumed to be ideal with a gain of unity, as shown in Figure 2-2b. Thus, the output of a $\Sigma$–$\Delta$ modulator can be written in the $z$-domain as follows:

$$Y(z) = \frac{K \cdot H(z)}{1 + K \cdot H(z)} X(z) + \frac{1}{1 + K \cdot H(z)} Q(z)$$

(2.9)

where $H(z)$ is the loop-filter and $K$ is the quantizer gain. The output of the modulator is the superposition of the input signal filtered by an appropriate Signal Transfer Function (STF), and the added quantization noise shaped by the Noise Transfer Function (NTF). For this linear model, the quantizer gain is assumed to be 1 ($K=1$).

$$Y(z) = STF(z) \cdot X(z) + NTF(z) \cdot Q(z)$$

(2.10)

As a result, the loop-filter together with the feedback-loop, give rise to the desired in-band noise suppression and at the same time push most of this noise to outside the signal band [Azi96]. The gain of the STF is close to one in the signal band and close to zero outside that band [Can92], [Nor97].

The quantization noise power spectral density in the signal-band, $P_q(f)$ is given in Figure 2-3. The process of shifting most of the quantization noise out of the signal band is referred to as noise-shaping.
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2.3 Simulation Approach

Behavioural level simulations help to validate the $\Sigma$–$\Delta$ modulator performance with relative ease prior to the actual circuit implementation. Therefore, all the $\Sigma$–$\Delta$ modulators in this thesis are modelled and simulated in a Matlab/Simulink based environment in order to evaluate the behaviour of $\Sigma$–$\Delta$ modulators in discrete-time using the actual 1-bit quantizer.

These simulations are conducted for an input block length of 42768. The first 10000 samples are excluded as transient points. The remaining 32768 ($2^{15}$) output samples use a Hanning-windowed Fast Fourier Transform (FFT). In order to speed up the simulation, the FFT length is chosen to be a power of 2.

2.4 Performance Computation Parameters

2.4.1 SNR

The SNR is defined as the ratio of the signal power to the in-band quantization noise power. The in-band quantization noise is computed by identifying the location and the number of bins that represent the input signal and removing them from the output spectrum [Alj00]. Therefore, 32768 samples are windowed by Hanning window and then the FFT operation is performed. As a result of the A/D conversion processes, the original input signal is not
fully represented due to the quantization process. Therefore this section presents the
commenest evaluation criterion used by practitioners to assess the accuracy of $\Sigma$–$\Delta$
modulators. The SNR is the ratio of the input signal power to the in-band quantization
noise power of the converter. It is usually expressed in decibels [Nor97].

$$SNR = 10 \log \left( \frac{P_{signal}}{P_{noise}} \right) = 10 \log \left( \frac{\sigma_x^2}{\sigma_q^2} \right)$$ \hspace{1cm} (2.11)

Using (2.5), the signal to quantization noise ratio becomes:

$$SNR = 10 \log \left( \sigma_x^2 \right) + 10 \log \left( \frac{12 \cdot 2^m}{2^2 V^2} \right)$$ \hspace{1cm} (2.12)

$$SNR = 10 \log \left( \frac{\sigma_x^2}{V^2} \right) + 4.77 + m \cdot 6.02dB$$ \hspace{1cm} (2.13)

For each extra bit of resolution ($m$), there is an approximate 6 dB improvement in the SNR.

### 2.4.2 Tonality

In practice there are discrete tones appearing in the output spectrum because of the non-
linearity of the negative feedback which can distort the signal by coupling to the baseband
region [Fri88], [Nor97]. The periodic components and repetitive patterns in the system
like sinusoidal input signals cause harmonic tones [Nor92]. These tones can cause serious
problems if they occur in the signal-band. Since the human eye and ear are sensitive to these
repetitive signals, tones can be distinguished by humans as audio or visual. Moreover, the
pattern noise in the signal band degrades the SNR values by means of bumps and slope
changes [Alj00]. Therefore, a white noise with a small amplitude compared to the input
signal amplitude, which is called dither, can be injected at the quantizer to reduce tones in
$\Sigma$–$\Delta$ modulators, in order to disturb the periodicity of the repetitive signals [Nor92].

### 2.5 Low-Pass $\Sigma$–$\Delta$ Modulators

For a LP $\Sigma$–$\Delta$ modulator, the STF should be a low-pass filter and the NTF a high-pass
filter [Jan94], [Azi96].
2.5.1 Single-stage Structures

The number of the accumulators used around the loop actually determines the order of the \(\Sigma-\Delta\) modulator. As shown in Figure 2-4, a first-order \(\Sigma-\Delta\) modulator contains a single accumulator, \(I(z)\):

![Block diagram for the first-order \(\Sigma-\Delta\) modulator](image)

The output \(y(k)\) in z-domain, \(Y(z)\) of a first-order \(\Sigma-\Delta\) modulator is given by:

\[
Y(z) = \frac{I(z)}{1 + I(z)z^{-1}} X(z) + \frac{1}{1 + I(z)z^{-1}} Q(z)
\] (2.14)

Where the accumulator is:

\[
I(z) = \frac{1}{1 - z^{-1}} = \frac{z}{z - 1}
\] (2.15)

Therefore (2.14) becomes:

\[
Y(z) = X(z) + \frac{1 - z^{-1}}{N_{\text{TF}}} Q(z)
\] (2.16)

As seen in (2.16), the input signal remains unchanged while the quantization noise is shaped by the \(N_{\text{TF}} = (1 - z^{-1})\). The NTF is a high-pass filter with a zero at dc, so that it attenuates the quantization noise at very low frequencies. Using the definition of the z-domain: \(z \rightarrow e^{j\omega T}\), the NTF can be rewritten in the frequency-domain as:

\[
N_{\text{TF}} = 1 - e^{-j2\pi T} = 2je^{-j\pi T} \sin(\pi T)
\] (2.17)
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The squared magnitude of the NTF results in the amplification of the quantization noise by 4, but due to the \( \sin^2(\pi T) \) term, this results in huge attenuation at low-frequencies \([Nor97]\). Using (2.7):

\[
\sigma^2_{qb} = \int_{-f_s}^{f_s} P_{qb}(f) \, df = 2 \int_0^{f_s} P_{qb}(f) \, df = 2 \int_0^{f_s} (2\sin^2(\pi T)P_q(f) \, df
\]

Using the approximation \( \sin(x) \approx x \), for \( \pi f_B T \ll \pi / 2 \) \([Tho05]\) and \( P_q(f) = \sigma^2_q / f_s \) \([Opp89]\), and \( T_s = 1 / f_s \), then (2.18) yields:

\[
\sigma^2_{qb} = 2 \sigma^2_q \frac{f_B}{f_s} 4\pi^2 \frac{1}{f_s^2} f^2 \, df = \sigma^2_q 8\pi^2 \left( \frac{f_B}{f_s} \right)^3
\]

\[
\sigma^2_{qb} = \sigma^2_q \frac{\pi^2}{3} \left( \frac{2f_B}{f_s} \right)^3
\]

Then the SNR for a first-order Σ–Δ modulator is mathematically given as:

\[
SNR = 10 \log \left( \frac{\sigma^2_q}{\sigma^2_{qb}} \right) = 10 \log \left( \frac{\sigma^2_q}{\sigma^2_{qb}} \right) - 5.17 + 30 \log \left( \frac{f_s}{2f_B} \right) (dB)
\]

As seen in (2.20), the in-band quantization noise power \( \sigma^2_{qb} \) decreases as the OSR increases. Thus, as given in (2.21) for every doubling of the OSR, the SNR improves by 9.05 dB, or 1.5 bits of resolution \([Azi96]\).

A standard second-order Σ–Δ modulator is constructed by adding another accumulator to the first-order Σ–Δ modulator as shown in Figure 2-5a, which consists of two accumulators in the feedforward path, a quantizer and a feedback loop. The output spectrum of the second-order Σ–Δ modulator with a normalized input frequency of 0.01 and an amplitude of 0.5 is given in Figure 2-5b, which shows that the quantization noise is shaped to outside the signal band. In order to achieve Nth-order Σ–Δ modulators, N-accumulators are added in the feedforward path as given in Figure 2-5c.
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The output signal of the second-order Σ–Δ modulator is given by:

\[ Y(z) = X(z) + \frac{(1 - z^{-1})^2 Q(z)}{NTF} \]  \hspace{1cm} (2.22)

This gives the NTF as \((1 - z^{-1})^2\). The past two samples are cancelled in the NTF, which results in more attenuation at the low frequencies. The power of the output noise can be computed using the squared magnitude of the NTF as a function of frequency, in a similar way as calculated for first-order Σ–Δ modulators. Therefore, the noise power can be written as:

\[ \sigma_{q_b}^2 = \frac{\sigma_q^2}{s} \frac{\pi^4}{5} \left( \frac{2f_B}{f_s} \right)^5 \]  \hspace{1cm} (2.23)

Using (2.23), the SNR of a second-order Σ–Δ modulator is calculated as:

\[ SNR = 10\log\left( \frac{\sigma_x^2}{\sigma_q^2} \right) - 1.29 + 50\log\left( \frac{f_s}{2f_B} \right) (dB) \]  \hspace{1cm} (2.24)

Figure 2-5 (a) Block diagram of second-order Σ–Δ modulator, (b) output frequency spectrum of the second-order Σ–Δ modulator, (c) block diagram of Nth-order Σ–Δ modulator
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Thus, for every doubling of OSR the SNR improves by 15.05 dB, or 2.5 bits of resolution. This is 1-bit better than that of a first-order $\Sigma$–$\Delta$ modulator.

The frequency spectra of first-, second- and third-order $\Sigma$–$\Delta$ modulators for a sinusoidal input signal amplitude of 0.5 and normalized frequency of 0.01 are shown and compared in Figure 2-6.

![Figure 2-6 Frequency spectrum of first-, second- and third-order $\Sigma$–$\Delta$ modulator](image)

As seen in Figure 2-6, the attenuation of the quantization noise in the signal-band increases as the order of the modulator increases.

As given in Figure 2-5b, higher-order $\Sigma$–$\Delta$ modulators are a straightforward extension of the first-order $\Sigma$–$\Delta$ modulator with extra accumulators added in the feedforward loop. As the order ($N$) of the modulator increases, the attenuation of the NTF at the lower frequencies becomes higher by pushing more noise power out of the signal band as demonstrated in Figure 2-7.
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The output signal in the z-domain of an Nth-order Σ–Δ modulator is given by:

\[ Y(z) = X(z) + (1 - z^{-1})^N Q(z) \] \hspace{1cm} (2.25)

Therefore the in-band SNR value can be computed in the same manner as in the case of first- and second-order Σ-Δ modulators [Azi96]:

\[ SNR = 10 \log \left( \frac{\sigma_x^2}{\sigma_q^2} \right) - 10 \log \left( \frac{\pi^{2N}}{2N + 1} \right) + 10(2N + 1) \log \left( \frac{f_s}{2f_B} \right) (dB) \] \hspace{1cm} (2.26)

As seen in (2.26) for every doubling of the OSR, the SNR improves as much as \((6N + 3)\) dB, or \((N + 0.5)\) bits of resolution. The relationship of the SNR versus the OSR for first to fourth order Σ–Δ modulators is given in Figure 2-8.
Figure 2-8 SNR gain of Σ–Δ modulators of order N=1,2,3,4 for increasing OSR values

The theoretical results which utilize the approximate linear model for the quantizer are shown in Figure 2-7 and Figure 2-8. In practice, they are different because of the non-linearity of the 1-bit quantizer [Lee87], [Nor97].

2.5.2 Higher-order Σ–Δ Modulators: Stability

Higher-order 1-bit Σ–Δ modulators (i.e. above second-order) are conditionally stable. Instability in Σ–Δ modulators occurs when the internal signal levels in the Σ–Δ modulators grow indefinitely. This uncontrollable growth causes the quantizer to overload permanently making the feedback ineffective. The Σ–Δ modulator output in the time-domain may exhibit an indefinite string of 1’s or -1’s. The Σ–Δ modulator will no longer be able to achieve noise-shaping, thus resulting in very low SNRs and poor resolution [Ada94], [Can81], [Leu92], [Nor97].

The stability of these Σ–Δ modulators depends on the modulator input amplitude, type of input signal, the total delay in the feedforward and/or feedback paths as well as the characteristics of the loop-filter [Agr83], [Ada91], [Can85], [Koz03], [Nor97], [Ris94], [San08].

Respectable SNRs for relatively low OSRs can be accomplished with higher-order 1-bit Σ–Δ modulators. These higher-order Σ–Δ modulators are generally less tonal than their lower-order counterparts [Azi96], [Alj00], [Nor97].
2.5.3 Multi-stage Σ–Δ Modulators

The cascaded structure can be used to design high-order Σ–Δ modulators to overcome the stability problems of single-stage Σ–Δ modulators and at the same time provide high resolution [Uch88]. The multi-stage noise-shaping (MASH) topology consists of cascaded low-order (first or second) single-stage Σ–Δ modulators [Mat89]. Each Σ–Δ modulator converts the quantization error from the previous modulator. The outputs of each stage are digitally combined with suitable digital filters so as to achieve quantization noise cancellation of the intermediate stages [Azi96], [Uch88]. Figure 2-9 gives the structure of a double-stage modulator.

![Figure 2-9 Block diagram of a cascaded Σ–Δ the modulator](image)

As seen in Figure 2-9, the quantization noise of the 1st modulator \( q_1(k) \) is the input of the 2nd modulator while the output of the second modulator \( y_2(k) \) is combined with the output of the first modulator \( y_1(k) \) via a noise cancellation circuit. As a result, the first stage quantization noise is cancelled digitally. The system can be analysed in the z-domain as follows:

\[
    Y_1(z) = STF_1 X(z) + NTF_1 Q_1(z) \quad \text{(2.27)}
\]
\[
    Y_2(z) = STF_2 Q_1(z) + NTF_2 Q_2(z) \quad \text{(2.28)}
\]

The noise transfer functions of the first and second modulators are \( NTF_1 = (1 - z^{-1})^{N_1} \) and \( NTF_2 = (1 - z^{-1})^{N_2} \) respectively, where \( N_1 \) and \( N_2 \) denote the order of the modulators. The corresponding STF’s are; \( STF_1 = (z^{-1})^{N_1} \), \( STF_2 = (z^{-1})^{N_2} \) for the first and second modulator respectively. Then the outputs of the modulators become:
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\begin{align*}
Y_1(z) &= z^{-N_1} X(z) + (1 - z^{-1})^{N_1} Q_1(z) \\
Y_2(z) &= z^{-N_2} Q_1(z) + (1 - z^{-1})^{N_2} Q_2(z)
\end{align*}

(2.29) 
(2.30)

The noise cancellation circuit removes the quantization error of the first modulator, $Q_1(z)$ by the following process in the digital domain:

\begin{equation}
Y(z) = STF_2 Y_1(z) - NTF_1 Y_2(z) 
\end{equation}

(2.31)

Using the explicit forms of the transfer function given in (2.29) and (2.30), the output becomes;

\begin{equation}
Y(z) = z^{-(N_1+N_2)} X(z) + (1 - z^{-1})^{N_1+N_2} Q_2(z)
\end{equation}

(2.32)

As seen in (2.32), the first stage error is cancelled digitally by the signal processing of the cancellation circuit. However, the signal is just delayed at the output while the quantization error contributed from the second modulator is shaped by the NTF of order $N_1 + N_2$.

The overall $\Sigma$–$\Delta$ modulator is still stable because this multi-stage topology contains only feedforward paths and no feedbacks between the single-stage modulators [Azi96], [Nor97]. Using the advantage of the inherent stability of low-order $\Sigma$–$\Delta$ modulators, high order modulators of any order can be constructed. Beside the improvements in stability, the cascaded $\Sigma$–$\Delta$ modulators have fewer tones compared to a first- or second- order $\Sigma$–$\Delta$ modulators [Can92], [Gra90].

In practice, however, the error contribution from the first $\Sigma$–$\Delta$ modulator, $Q_1(z)$, does not completely cancel out because the NTF of the first modulator may not be exactly equal to $NTF_1 = (1 - z^{-1})^{N_1}$. The mismatch of the components and the non-idealities of the op-amps cause residual noise at the output. The noise leakage is [Mal07]:

\begin{equation}
Q_{1,\text{out}}(z) = (NTF_{\text{expected}} - NTF_{\text{ideal}})Q_1(z)
\end{equation}

(2.33)

The non-idealities cause a shift in the NTF by a small amount as much as $\delta$ so that the zero of the NTF is moved from $z = 1$ to $z = 1 - \delta$. When the case of the first order modulator is considered, then the residual noise term becomes:
\[ Q_{\text{Out}}(z) = [(1 - z^{-1}) - (1 - (1 - \delta)z^{-1})] \cdot Q_1(z) = \delta \cdot z^{-1} \cdot Q_1(z) \]  
\[(2.34)\]

The quantization noise of the second \(\Sigma-\Delta\) modulator, \(Q_2(z)\), is attenuated by an order \(N_1 + N_2\) as seen in (2.32) and the in-band quantization noise power of the residual noise \(Q_{\text{Out}}(z)\) is shaped by \(\delta^2\), which is lower than that of \(Q_2(z)\).

\[
\log\left(\frac{\delta^2}{OSR}\right) < \log\left(\frac{\pi^{2N}}{2N + 1} \cdot \frac{1}{OSR^{2N+1}}\right) 
\]
\[(2.35)\]

Therefore the overall in-band SNR value given in (2.26) does not become worse. However, in practice the non-idealities become more significant for a MASH \(\Sigma-\Delta\) modulator structure that has more than 3 stages \([\text{Lia14}], [\text{Mal07}]\).

Figure 2-10 gives the output spectrums of third-order \(\Sigma-\Delta\) modulators using single-stage structure and a 1-1-1 cascaded structure for an input signal amplitude of 0.5 and a normalized frequency of 0.01. The output frequency spectrum of the MASH structure has fewer tones and higher attenuation of the noise components in the signal-band, compared to the single-stage structure.

![Figure 2-10 Third-order \(\Sigma-\Delta\) modulator using single-stage and multi-stage structures](image-url)

As a result of the MASH structure, a higher-order $\Sigma$–$\Delta$ modulator is obtained whose overall stability is guaranteed by the unconditional stable low-order $\Sigma$–$\Delta$ modulators. Higher-order structures are usually designed from first-order modulators or also using second-order modulators [Uch88], [Wil94], [Yin93].

The main features of single-stage (low- and higher-order) and multi-stage LP $\Sigma$–$\Delta$ modulators are given in Table 2-1 [Nor97].

<table>
<thead>
<tr>
<th>MODULATOR STRUCTURE</th>
<th>Design complexity</th>
<th>SNR</th>
<th>Stability</th>
<th>Tonality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-stage (low-order)</td>
<td>Simple</td>
<td>Low</td>
<td>Unconditional stable</td>
<td>High</td>
</tr>
<tr>
<td>Single-stage (high-order)</td>
<td>Moderate</td>
<td>High</td>
<td>Conditional stable</td>
<td>Moderate</td>
</tr>
<tr>
<td>Multi-stage</td>
<td>Moderate</td>
<td>High</td>
<td>Stability guaranteed</td>
<td>Low</td>
</tr>
</tbody>
</table>

Table 2-1 Comparative features: the single-stage and multi-stage $\Sigma$–$\Delta$ modulators

2.5.4 Loop-Filter Topologies

There are many structures that can be used to design LP $\Sigma$–$\Delta$ modulators [Nor97]. These can be modified by adding extra feedback paths. The most frequently used structures are: the chain of accumulators with weighted feedforward summation and chain of accumulators with feedforward summation with local resonator feedbacks [Fer90], [Nor97], [Mou94], [Wel89].

2.5.5 Weighted Feedforward Summation

Using the $N$-th order pure differencer $H(z) = (1 - z^{-1})^N$ as the NTF causes instability for higher orders, as previously discussed. One solution to this problem is to introduce poles into the $H(z)$ so as to flatten the magnitude response at the higher frequencies [Ada94]:

$$H(z) = \frac{(z-1)^N}{D(z)}$$  \hspace{1cm} (2.36)
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As seen in Figure 2-11, the $H(z)$ has a flat response in the out-of-band region due to the $D(z)$ in the denominator.

![Figure 2-11](image)

Figure 2-11 The comparison of the frequency responses of the $H(z)$ after modification [Nor97]

The poles can be chosen according to a Butterworth alignment so that the 3dB-gain rules as well as the causality rules are satisfied [Nor97].

The weighted feedforward topology consists of cascaded accumulators with the transfer functions $H(z) = z^{-1} / 1 - z^{-1}$, whose outputs are weighted and summed up to form the overall loop-filter, $L(z)$. The summation output is used as the input of the quantizer generating the feedback signal $Y(z)$[Nor97]. The $\Sigma$–$\Delta$ modulator loop should have a delay of at least one sample period to ensure the causality of the modulator [Erg99], as shown in Figure 2-12.

![Figure 2-12](image)

Figure 2-12 Chain of accumulators with weighted feedforward summation
For this topology, the transfer function of the loop-filter, \( L(z) \) is:

\[
L(z) = \frac{1}{(z-1)} \cdot w_1 + \frac{1}{(z-1)^2} \cdot w_2 + \frac{1}{(z-1)^3} \cdot w_3 + \ldots + \frac{1}{(z-1)^N} \cdot w_N
\]  

(2.37)

where, \( N \) is the order of the loop-filter, and the \( w \)'s values are the feedforward coefficients which are a function of the loop-filter or NTF zeros. As seen in (2.37), all the poles of \( L(z) \) are at dc, i.e. at \( z = 1 \). Therefore, a Butterworth high-pass filter can be used to obtain suitable coefficients that will ensure the stability of the \( \Sigma\Delta \) modulator. Once the NTF is obtained, the corresponding \( L(z) \) can be computed from the relationship; \( NTF = \frac{1}{1+L(z)} \).

This is then equated to the Butterworth NTF to calculate the feedforward coefficients.

### 2.5.6 Feedforward Summation with Local Feedbacks

The Butterworth response can be modified so that the zeros are moved from dc to other frequencies (i.e. to the complex locations) on the unit-circle in the vicinity of dc (zero-splitting). As a result of these complex alignments, compared to the Butterworth case, more attenuation of the quantization noise in the in-band region is achieved resulting in improved SNR \([Nor97]\). In order to have complex zeros besides the real zeros, one should use inverse Chebyshev filters instead of Butterworth filters \([Ada94]\, \[Nor97]\, \[Sch05]\, \[Sno01]\]. The lower and upper frequencies of the NTF are selected so as to ensure that the input signal is positioned at the center of the signal bandwidth.

For relatively large signal bands, the zeros of the NTF do not need to be positioned at particular frequencies to reduce the noise at certain points. Instead, it is necessary to have an overall low noise level across the entire signal band \([Mal07]\). The distribution of the NTF zeros across the signal band will cause moderate attenuation, when compared with having all zeros concentrated at a single frequency. The corresponding \( \Sigma\Delta \) modulator structure to achieve this is shown in Figure 2-13, where negative feedback around pairs of accumulators is added, so that the zeros of the loop-filter are shifted away from \( z = 1 \) \([Nor97]\). As seen in Figure 2-13, the second accumulators of the pairs are delay-free.
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Figure 2-13 5th order $\Sigma$–$\Delta$ modulator using the chain of accumulators structure with local feedbacks

The $w$’s, are the feedforward gains and the $p$’s are the feedback coefficients around the accumulator pairs. For the case of one pair of the accumulators, the loop transfer function yields:

$$L(z) = \frac{z(w_1 + w_2) - w_1}{z^2 + z(p_1 - 2) + 1} \quad (2.38)$$

As seen in (2.38), the poles of the $L(z)$ are moved away from the real axis to complex positions on the unit-circle. Inverse Chebyshev based NTFs provide such flexibility and are well suited for such $\Sigma$–$\Delta$ modulator structures [Ada94], [Nor97]. The coefficients can be solved by equating $L(z)$, to the NTF of the Inverse Chebyshev filter [Ada94], [Nor97].

The poles of the transfer function of the loop-filter become the zeros of the corresponding NTF, therefore the local feedbacks actually determine the shift of zeros away from $z = 1$. These zeros can be used to have a flat transfer function in the signal band and prevent a high STF gain at higher frequencies so as to ensure stability and high resolution. The signal band may be extended but this will be at the cost of a lower SNR value [Alj00], [Sno01], [Mal07].

- The feedforward coefficients for a third-order Butterworth filter are calculated: $w_1 = 0.3138, w_2 = 0.0473, w_3 = 0.0033$. 
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For a third-order inverse Chebyshev filter, the feedforward coefficients are: 
\[ w_1 = 0.3648, w_2 = 0.0573, w_3 = 0.0012 \] and the feedback coefficient: 
\[ p_1 = 0.0185. \]

Figure 2-14 compares the simulation results of the NTFs of third-order \( \Sigma-\Delta \) modulators with (a) weighted feedback summation structure, that has all the zeros at \( z = 1 \), (b) weighted feedback summation with local resonators, that has one zero at \( z = 1 \) and others moved to complex conjugates on the unit-circle.

At low frequencies, there is higher noise suppression when all the zeros of the NTF are at \( z = 1 \), as shown in Figure 2-14. As a comparison; in (a) all the zeros are located at dc (\( z=1 \)) and in (b) there are complex conjugate zeros. However, for a signal-band at the frequencies around \( v = 0.02 \), the second modulator with the complex zeros becomes more effective in terms of noise-shaping.

### 2.6 Band-Pass \( \Sigma-\Delta \) Modulators

BP \( \Sigma-\Delta \) modulators have been reported to be applied in the ultrasound front-end structures \[^{Nor96}\]. According to the band-pass sampling theorem, BP \( \Sigma-\Delta \) modulators have a sampling rate much greater than the signal bandwidth instead of the highest frequency in the input signal, 
\[ f_s >> f_B \] \[^{Zri05}\].
The NTF of a BP $\Sigma\Delta$ modulator is designed to have a very low gain in the signal band centred at $f_0$ in order to ensure minimum quantization noise in the in-band-region. [Sch89]. The corresponding block diagram and the frequency responses of the NTF and the STF are given in Figure 2-15. LP or BP $\Sigma\Delta$ modulators, have a small amount of noise in the narrow band around the zeros of the NTF. Therefore, unlike the high-pass NTFs of the LP $\Sigma\Delta$ modulators, that have zeros at around $z = 1$, the NTFs realized by the BP $\Sigma\Delta$ modulators have zeros in the signal band around $f_0$, where the NTF is a band-stop filter. The loop-filter must have a very large gain in the signal region $[f_o \pm f_b / 2]$ [Azi96], [Pau87].

Moving the zeros of the NTF from dc to complex conjugates on the unit-circle cause the gain of the NTF to be close to zero around the centre frequency, $f_0$ [Sch89]. As given in Section 2.5.1 the zeros of NTF become the poles of the loop-filter, $H(z)$, which directly defines the STF of the $\Sigma\Delta$ modulator. Therefore, the minimum gain of the NTF in the in-band-region makes the gain of $H(z)$ a very large value. The STF becomes unity in the signal region, while away from $f_0$, the NTF pushes the quantization noise to the out-of-band region, as illustrated in Figure 2-15b.

2.6.1 Loop-Filter Design

The simplest and commonest way to design the loop-filter for a BP $\Sigma\Delta$ modulator is to derive it from a LP $\Sigma\Delta$ modulator via simple mathematical transformations as reported in [Sch89]. For this, a low-pass-to-band-pass ($LP \rightarrow BP$) transformation is applied to any
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LP single- or multi-stage $\Sigma$–$\Delta$ modulator, so that from a LP $\Sigma$–$\Delta$ modulator of order $N$, a BP modulator of order $2N$ is obtained [Jan91], [Jan93], [Nor97], [Rib94].

The loop-filter transfer function can be obtained by applying a low-pass-to-band-pass transformation at the points $z = \pm e^{j2\pi \nu}$. By moving the zeros from $z = 1$ to complex conjugates, the NTF becomes:

$$NTF = \frac{(z - e^{j2\pi \nu}) \cdot (z - e^{-j2\pi \nu})}{z^2}$$

(2.39)

This results in:

$$NTF = \frac{z^2 - z \cdot (e^{j2\pi \nu} + e^{-j2\pi \nu}) + 1}{z^2}$$

(2.40)

Using the Euler identity [Tho05], the NTF is:

$$NTF = \frac{z^2 - z \cdot 2 \cos 2\pi \nu + 1}{z^2}$$

(2.41)

This NTF can be expressed as:

$$NTF = 1 - (2 \cos 2\pi \nu) \cdot z^{-1} + z^{-2}$$

(2.42)

Since $H(z) = \frac{1 - NTF}{NTF}$, the transfer function of the loop-filter becomes:

$$H(z) = \frac{2 \cos 2\pi \nu \cdot z^{-1} - z^{-2}}{1 - 2 \cos 2\pi \nu \cdot z^{-1} + z^{-2}}$$

(2.43)

The above generalised equation (2.43) is valid for any normalized frequency $\nu$ value. Some normalised centre frequencies such as when $\nu = 1/4$, $\nu = 1/3$ and $\nu = 1/6$ result in simpler hardware as they do not require any coefficients [Nor97]. For the case of $\nu = 0.25$, which implies that $2\pi \nu = \pi/2$ or $z = \pm e^{j2\pi \nu} = \pm j$, the loop-filter becomes:

$$H(z) = \frac{-z^{-2}}{1 + z^{-2}}$$

(2.44)
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The transformation of \( z \to -z^2 \) for the LP loop-filter, doubles the order of the NTF and shifts the zeros of the NTF from dc to \( \pm \pi / 2 \) i.e. from \( z = 1 \) to \( z = \pm j \). The corresponding locations of the zeros of the LP and BP NTFs are given in Figure 2-16.

![Zero alignments of the NTFs](image)

Figure 2-16 The zero alignments of the NTFs for (a) second-order low-pass (b) fourth-order band-pass \( \Sigma-\Delta \) modulators

Figure 2-17 presents a transformed BP version of the second-order LP modulator given in Figure 2-5a. For the mid-band resonator, the stability as well as the noise properties of the original LP \( \Sigma-\Delta \) modulator is preserved [Jan93], [Nor97], [Rib94].

![Fourth-order band-pass](image)

Figure 2-17 A fourth-order band-pass \( \Sigma-\Delta \) modulator obtained with \( LP \to BP \) transformation

Another case is \( \nu = 0.125 \), that gives \( 2\pi \nu = \pi / 4 \), so that the loop-filter becomes;

\[
H(z) = \frac{z^{-1} \sqrt{2} - z^{-2}}{1 - z^{-1} \sqrt{2} + z^{-2}} \quad (2.45)
\]
2.7 High-Pass $\Sigma$–$\Delta$ Modulators

The range of applications offered by HP $\Sigma$–$\Delta$ modulators together with their numerous advantages, are well detailed in the literature [Ish03], [Ral07]. HP $\Sigma$–$\Delta$ modulators have been used in very high frequency Class-S power amplifiers for wireless communication applications because they reduce the switching rate [Ral07]. Chopper-stabilized HP $\Sigma$–$\Delta$ modulators are well suited in micro-power A/D converters for low frequency small signal applications in order to reduce the low-frequency noise such as thermal drift, dc offset and $1/f$ noise [Nyg06], [Ish03]. In addition, a high-pass sigma delta modulator-based biosignal processor can be applied for signal acquisition and digitization [Chi15], [Lee15].

For HP $\Sigma$–$\Delta$ modulators, the NTFs have minimum gains at the higher frequencies in order to attenuate the in-band quantization noise at high frequencies [Nyg06], [Ish03], [Ral07]. The locations of zeros of the NTF of HP $\Sigma$–$\Delta$ modulator are shown in Figure 2-18.

![Figure 2-18 Zero locations of NTF of a first-order (a) LP $\Sigma$–$\Delta$ modulator, (b) HP $\Sigma$–$\Delta$ modulator](image)

Thus, as seen in Figure 2-18, a $LP \rightarrow HP$ transformation in the $z$-domain is applied to LP $\Sigma$–$\Delta$ modulators to shift the zero locations from $z = 1$ to $z = -1$, i.e. the zeros of NTF are shifted from dc to $f_s/2$. Therefore, the transformation $z \rightarrow -z$ is applied to the STF and NTF of the LP $\Sigma$–$\Delta$ modulator:

$$STF \big|_{LP}(z) \rightarrow STF \left(-z\right)$$  \hspace{1cm} (2.46)
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\[ NTF \big|_{LP}(z) \rightarrow NTF (-z) \]  \hspace{1cm} (2.47)

Therefore, the loop-filter of a HP $\Sigma \Delta$ modulator, $H(z)$ can be written as:

\[ H(z) = \frac{-z^{-1}}{1 + z^{-1}} \]  \hspace{1cm} (2.48)

![Figure 2-19 Block diagram of second-order HP $\Sigma \Delta$ modulator](image)

As seen in Figure 2-19, the output signal, $Y(z)$ can be written as:

\[ Y(z) = z^{-2}X(z) + (1 + z^{-1})^2 Q(z) \]  \hspace{1cm} (2.49)

## 2.8 Concluding Remarks

In this chapter, a comprehensive study to examine the design methodologies of $\Sigma \Delta$ modulators was reviewed in order to analyze the limitations of $\Sigma \Delta$ modulator based ultrasound beamformers. $\Sigma \Delta$ modulators are based on oversampling and noise-shaping, which cause the quantization noise to spread over a region much larger than the signal bandwidth. Noise-shaping pushes most of the noise components to outside the signal band via error-feedback securing a significant attenuation of the quantization noise in the signal band. The SNR values of 1-bit $\Sigma \Delta$ modulators as a result of using the oversampling and noise-shaping techniques are much higher compared to the conventional Nyquist-rate converters. Using these advantages of 1-bit $\Sigma \Delta$ converters over Nyquist-rate converters, $\Sigma \Delta$ modulators are proposed to be used in the medical ultrasound system front-end instead of Nyquist A/D converters to digitize the incoming echo signals [Chi15], [Hem15], [Koz01], [Jun13]. It has been shown that the theoretical SNR values increase with the increased order of the $\Sigma \Delta$ modulators. However, the $\Sigma \Delta$ modulator based ultrasound
system applications are limited to low-order $\Sigma$–$\Delta$ modulators due to the stability problems of the higher-order $\Sigma$–$\Delta$ modulators. In order to ensure the stability of the modulators, the topologies such as the multi-stage, chain of accumulators with weighted feedforward summation and chain of accumulators with distributed feedback topologies are examined. The loop-filter design methodologies based on Butterworth- and Inverse Chebyshev filters responses were detailed. The performance analyses of the topologies were determined using the linear-model of the quantizer. However, this linear model does not adequately characterize the behavior of $\Sigma$–$\Delta$ modulators, because it assumes that the quantizer gain is independent of the $\Sigma$–$\Delta$ modulator input amplitude. Therefore, in the next chapter, a more accurate quasi-linear model of the quantizer is proposed in order to analyse the stability of the higher-order LP, BP and HP $\Sigma$–$\Delta$ modulators.
Chapter 3

Stability Analysis of HP and BP $\Sigma$–$\Delta$ Modulators

Higher-order $\Sigma$–$\Delta$ modulators provide high SNR values, however they may suffer from stability problems \cite{Hei92, Hei93, Rei05}. The non-linearity of the 1-bit quantizer makes the prediction of the stable input amplitude limits for higher-order $\Sigma$–$\Delta$ modulators complicated \cite{Rei08, Ste94, Wan93, Wol88}. In this chapter, quasi-linear modeling of the quantizer in combination with the Describing Function (DF) method is used to determine the stability boundaries of higher-order $\Sigma$–$\Delta$ modulators. In Section 3.1 an overview of the stability analysis of $\Sigma$–$\Delta$ modulators is given. In Section 3.2 the principles of quasi-linear modeling of the quantizer are detailed. The quasi-linear stability analysis of $\Sigma$–$\Delta$ modulators based on the noise amplification curves for different quantizer gain values are described. In Section 3.3 the input- and quantization noise- variances at the input to the quantizer are established. The DF methods to derive the noise amplification curves for single- and dual sinusoidal inputs are explained. The theoretical results for stability boundaries for HP and BP $\Sigma$–$\Delta$ modulators are given in Section 3.4 The theoretical and simulated maximum-stable-amplitude (MSA) values are compared and discussed in Section 3.5 The accuracy of the proposed quantizer model is verified in terms of a variety of $\Sigma$–$\Delta$ modulator specifications such as the bandwidth, modulator order and stop-band attenuation. The effect of adding a dither signal to the $\Sigma$–$\Delta$ modulator is also evaluated.
3.1 An Overview of Stability Analysis of $\Sigma$–$\Delta$ Modulators

As discussed in Section 2.5.2 the stability of $\Sigma$–$\Delta$ modulators depends on the input signal, initial conditions, and the number of quantizer levels as well as the modulator order. The one-bit quantizer is the main source of the non-linearity. This directly affects the overall stability of the $\Sigma$–$\Delta$ modulator [Ard87], [Sch91]. As the order of the modulator increases, the internal signal amplitudes in the feedforward path continue to grow, which cause the input to the quantizer to significantly exceed the magnitude of the signal in the feedback path. As a result of this, the quantizer enters into unrecoverable oscillations resulting in $\Sigma$–$\Delta$ modulator instability. In addition, as the order of the modulator increases most of the quantization noise power is shifted towards the out-of-band region. Therefore, higher-order $\Sigma$–$\Delta$ modulators are more prone to instability compared to lower-order $\Sigma$–$\Delta$ modulators. The stability of higher $\Sigma$–$\Delta$ modulators can be more accurately examined by analysing the quantizer input signal as well as the order of the NTF.

Therefore, time consuming simulations are required for verifying stability. In order to establish the stability boundaries of LP $\Sigma$–$\Delta$ modulators, many different approaches were reported in the open literature [Agr83], [Ard87], [Cha90], [Chi99], [Far98], [Fra00], [Fra02], [Goo95], [Hei92], [Hon92], [Lot08], [Lot14], [Rei05], [Rei08], [Rit90], [Ris94a], [Ris94b], [Sab14], [Sch91], [Sch97], [Ste94], [Won03], [Zha03], [Zri05]. However, these techniques are limited to LP $\Sigma$–$\Delta$ modulators. In order to simplify the stability analysis, the input signal is assumed to be DC- or a single-tone sinusoidal signal. For dual inputs, i.e. two sinusoidal inputs, the stability analyses become even more complicated.

However, an extensive literature review has revealed the lack of detailed stability analysis of higher-order BP $\Sigma$–$\Delta$ modulators. Moreover and to the best knowledge of the author, there has not been any work reported in the open literature on the stability analysis of HP $\Sigma$–$\Delta$ modulators. A survey of the major publications on the stability analysis of $\Sigma$–$\Delta$ modulators reported in the open literature is given in Table 3-1.
### Summary of Publications

| Finding invariant sets by iterating the initial region and enlarging it until an invariant region is found. | Computationally intensive and lacks a closed form mathematical model. | [Goo95] [Sch97] [Nor97] |
| A trapping region is found in which the integrator output of a second-order Σ–Δ modulator will never take on values outside that region. | Restricted to low-order Σ–Δ modulators. | [Far98] |
| An empirical stability criteria for a fourth-order Σ–Δ modulator is proposed | Dependent on simulations and the modulator order. | [Chi09] |
| Modeling the quantizer as a threshold function in the state equations. | Analytically complex, limited to first- and second-order Σ–Δ modulators | [Hon92] [Ste94] |
| Analysis of BP Σ–Δ modulators using non-linear dynamics for zero- and single-tone sinusoidal inputs | Lack of an analytical expression for stability boundaries | [Fee95] [Fee96] [Fee97] |
| Linear modelling of the quantizer as representing the quantizer as an additive white noise source with unity gain | Do not link the effect of the input signal to the modulator output spectrum | [Agr83] [Can85] [Sch91] [Sch97] [Hei92] |
| Quasi-linear modelling of the quantizer, wherein the quantizer is modelled as an additive white noise with a linear gain | Limited to DC- or a single-tone sinusoidal input signal, lack of analytical stability boundaries | [Ada91] [Ard87] [Cha90] [Nau87] [Sti88] [Wol88] |
| Extended quasi-linear model to more than one input using the DF method, where each input is represented by a separate equivalent gain. | Limited stability analysis depending on the order of the modulator | [Gel08] [Ard87] |
| Mathematical models for the stability boundaries by establishing noise amplification curves | Limited to DC signals | [Ris94a] [Ris94b] |
| Extended Quasi-linear model of the quantizer in conjunction with DF method using noise amplification factors | Derived for LP Σ–Δ modulators | [Lot07] [Lot08] |
| Non-linear feedback control analysis for multiple sinusoidals | Derived for LP Σ–Δ modulators | [Lot13] [Lot14] |
| Stability of various symmetric cross coupled Σ–Δ | Derived for LP Σ–Δ modulators, | [Sab14] |
modulators by using the describing function theory | limited for low-orders
---|---
Analytical root locus method to determine the stability criteria for continuous time \(\Sigma-\Delta\) modulators | Derived for continuous-time \(\Sigma-\Delta\) modulators | [Kan14] | [Kan15]

Table 3-1 Survey of contributions for stability analysis of \(\Sigma-\Delta\) Modulators

The commonest model of the quantizer, which is suitable for preliminary design analysis involves an additive white noise source with a unity gain. However, this model is inadequate for establishing the stability boundaries of \(\Sigma-\Delta\) modulators, because it assumes that the quantizer gain is independent of the \(\Sigma-\Delta\) modulator input amplitude. Since the gain of the quantizer correlates with the input signal, modelling the quantizer as an additive white noise source with a variable gain provides more accurate stability analysis especially for higher-order \(\Sigma-\Delta\) modulators. Furthermore, in the linear model of the \(\Sigma-\Delta\) modulator, the NTF changes as the loop-filter is scaled, whereas the actual modulator with a 1-bit quantizer is invariant to the scaling of the loop-filter. The use of the quasi-linear model of the quantizer with a variable gain enables the loop-filter scaling to be compensated with the reciprocal scaling of the quantizer gain so that the NTF maintains its invariance [Ris94a]. This quasi-linear approach can be extended to a more accurate quantizer model when combined with the DF method, where the input- and noise signals are represented by separate equivalent gains [Gel68] [Ard87]. However, DF analysis did not provide useful mathematical models to predict the stability boundaries in \(\Sigma-\Delta\) modulators until the noise amplification factors were introduced by L. Risbo [Ris94a], [Ris94b]. Therefore, the quasi-linear model is further developed in conjunction with DF analysis and noise amplification factors [Lot08], [Lot14], [Sab14]. However, the accuracy of this method for HP and BP \(\Sigma-\Delta\) modulators for different signal bandwidths, stop-band attenuations and modulator order has not been investigated by others to the best knowledge of the author.

Therefore, in this chapter, a variable gain quantizer model is used to obtain closed form mathematical expressions that define the stability boundaries of higher-order HP and BP \(\Sigma-\Delta\) modulators [Alt10a], [Alt10b], [Alt11a]. The noise amplification curves as a function of the quantizer gain are established using the quasi-linear model. The noise amplification curves as a function of the signal- and noise-variances at the quantizer input are produced using the DF method. The stability boundaries of \(\Sigma-\Delta\) modulators as a function of quantizer gain \(K\), can be obtained by equating the mathematical expressions that define the two noise amplification curves. As a result, the MSA limits for different quantizer
gain values for single- and dual sinusoidal inputs are established from first principles using quasi-linear modelling in conjunction with the DF analysis. In addition, the stability boundaries are not restricted to a single $\Sigma$–$\Delta$ modulator structure and are in fact extended to the chain of loop-filters with weighted feedforward summation and chain of loop-filters with weighted feedforward summation and local feedback $\Sigma$–$\Delta$ modulator structures. The theoretical results obtained from the proposed model are validated using extensive simulations. The limitations of the model are established. The proposed mathematical models of the quantizer will immensely help speed up the design and evaluation of higher-order HP and BP $\Sigma$–$\Delta$ modulators.

### 3.2 Quasi-linear Stability Analysis of $\Sigma$–$\Delta$ Modulators

A $\Sigma$–$\Delta$ modulator contains a highly nonlinear component namely the 1-bit quantizer. The quantizer in a conventional $\Sigma$–$\Delta$ modulator can be modelled by a gain factor $K$ followed by an additive white noise source with zero mean, $q(k)$ [Ris94a], [Ris94b] as given in Figure 3-1. Therefore, the non-linear modulator becomes a quasi-linear model with one output and two input signals: the first is the input to the modulator, $x(k)$ and the second is the quantization noise signal $q(k)$. Unlike the linear model representation given in Section 2.2 in the quasi-linear model, the quantization noise depends on both the value of $K$ and the input signal amplitude. Thus the proposed model reflects the non-linear behavior of $\Sigma$–$\Delta$ modulators.

![Quasi-linear model of $\Sigma$–$\Delta$ modulator](image)

**Figure 3-1 Quasi-linear model of $\Sigma$–$\Delta$ modulator**

As discussed in Section 2.5 the output of the $\Sigma$–$\Delta$ modulator is:

$$\begin{align*}
Y(z) = STF_K(z) \cdot X(z) + NTF_K(z) \cdot Q(z)
\end{align*}$$

(3.1)
The $K$-indices imply that both the STF and NTF are dependent on the $K$ values. The NTF can be obtained from Figure 3-1.

$$NTF_K = \frac{1}{1 + K \cdot H(z)} \quad (3.2)$$

As known from linear system theory, the poles of a stable system must be inside the unit-circle. The modulator stability is therefore dependent on $H(z)$ and the $K$ values, so that for a given $H(z)$, there will be a certain $K$ interval $[K_{\text{min}}, K_{\text{max}}]$, which defines the $\Sigma$–$\Delta$ modulator stability [Sti88]. The quantization noise, $q(k)$, is assumed to be white noise with zero mean and variance $\sigma_q^2$. Since the NTF is the transfer function between the quantization noise and the output signal, the variance of the output signal is the result from the quantization noise filtered by the NTF. Therefore, as given in (3.3), the output noise variance can be defined in terms of the total noise power amplification factor, $A(K)$ [Ris94a], [Ris94b]:

$$\text{Var} \{y(k)\} = \sigma_q^2 \int_0^\infty |NTF_K(e^{j\varphi})|^2 \, df = \sigma_q^2 \cdot A(K) \quad (3.3)$$

where $\text{Var} \{\cdot\}$ denotes variance. Therefore, as seen in (3.3), the noise amplification factor is the ratio of the total output noise power to the quantization noise power. As a result, using Parseval’s theorem, $A(K)$ yields the squared two norm of the $NTF_K(z)$, where $ntf_K(k)$ is the impulse response corresponding to $NTF_K(z)$ [Ris94a], [Ris94b]:

$$A(K) = \sum_{k=0}^\infty |ntf_K(k)|^2 \|NTF_K(z)\|_2^2 \quad (3.4)$$

Using (3.4), the $A(K)$ curve can be derived numerically, which is a function of $K$ and $NTF_K$. The $A(K)$ curves are crucial for the design of stable $\Sigma$–$\Delta$ modulators, whose NTFs are given by: $NTF(z) = N(z)/D(z)$, where $N(z)$ and $D(z)$ are the $N$th order polynomials in the $z$-domain. The corresponding loop-filter can be designed directly from the NTF-prototype by using:

$$H(z) = \frac{1}{K} \frac{D(z) - N(z)}{N(z)} \quad (3.5)$$
The $A(K)$ curve for a fifth-order $\Sigma–\Delta$ modulator with a stop-band attenuation, $R_s$ of 85 dB is shown in Figure 3-2. This is an example to illustrate the behaviour of the $A(K)$ curves for variable $K$-values and there is no restriction for a modulator type, any NTF-prototype can be designed for HP- or BP $\Sigma–\Delta$ modulators according to the desired quantization noise attenuation. Therefore, different types of Butterworth- and Chebyshev Type II HP and BP loop-filers will be investigated in Section 3.4.

As seen in Figure 3-2, the convex $A(K)$ curve has global minima somewhere in the middle of the stable $K$ intervals and becomes infinite at the endpoints of the $K$ intervals. Higher $K$ values increase the noise amplification factor $A(K)$, i.e. the circulating noise in the $\Sigma–\Delta$ modulator is increased. Since more noise is transferred to the quantizer input, the $K$ values will tend to decrease. As a result, the $\Sigma–\Delta$ modulator is forced back to equilibrium. On the other hand, as the signal amplitude increases, the $A(K)$ curve decreases which implies lower $K$ values. The reduced loop gain perturbs the noise suppression of the loop and causes the in-band noise to increase. Therefore, in order to maintain the stability, the $K$ values are forced to decrease, which forces the $\Sigma–\Delta$ modulator back to equilibrium. These decreasing and increasing $A(K)$ values merge at one point, $A_{\text{min}}$. This global minimum of the curve, $A_{\text{min}}$, depicts the onset of instability. At the $A_{\text{min}}$ point, the $\Sigma–\Delta$ modulator operating state escapes to the left branch of the $A(K)$ curve with a low quantizer gain value, $K$. The lower gain is more desirable in order to accommodate higher input signals before the $\Sigma–\Delta$ modulator becomes unstable. Thus the $\Sigma–\Delta$ modulator is stable for $A(K) \geq A_{\text{min}}$ [Ris94a], [Ris94b].
The stability of the $\Sigma-\Delta$ modulators can be established using $A(K)$-curves obtained by the quasi-linear analysis. However the quasi-linear model does not reflect the effects of the type of the input signal on the quantizer input. Therefore, the quasi-linear model is further modified using the DF method.

### 3.3 Modelling of the Non-linear Quantizer: DF Method

The quasi-linear analysis can be further developed using non-linear control analysis. The input signal to the quantizer consists of two parts, which are related to the modulator input signal and the quantization noise. Therefore, the quasi-linear model given in Figure 3-1 can be separated as a signal model with a linear gain $K_s$ and a noise model with a linear gain $K_n$ using the DF method [Ard87].

The following assumptions for the PDF of the signals have been made:

- $q(k)$, quantization noise signal: zero mean Gaussian distribution
- $e_n(k)$, noise-related-quantizer input: zero mean Gaussian distribution
- $x(k)$, input signal: a random variable (RV) with a phase having uniform distribution

![Figure 3-3 Equivalent $\Sigma-\Delta$ modulator model for sinusoidal input](image1)

![Figure 3-4 Equivalent $\Sigma-\Delta$ modulator model for quantization noise](image2)
As a result of the DF analysis, the noise amplification factors can be derived as a function of the ratio of signal- and noise variances at the quantizer input.

### 3.3.1 DF Analysis: Single-Tone Sinusoidal Input

The output signal, $y(k)$, can be written as the superposition of the output signals of the signal- and noise models $y_x, y_n$ as given in Figure 3-3 and Figure 3-4:

$$ y(k) = y_x(k) + y_n(k) $$  \hfill (3.6)

From Figure 3-3 and Figure 3-4, the system analysis gives:

$$ y(k) = e_x(k) \cdot K_x + e_n(k) \cdot K_n + q(k) $$  \hfill (3.7)

Where $K_x, K_n$ are quantizer gain values of signal- and noise-model, respectively. The variance of the output signal yields [Ard87]:

$$ \text{Var} \{y(k)\} = E\left\{y^2(k)\right\} - E^2\left\{y(k)\right\} $$  \hfill (3.8)

where $E\{\cdot\}$ denotes the expectation function. Since a zero mean Gaussian distribution with zero mean has been assumed for $q(k)$ and $e_n(k)$ and the input signal is a random variable with a phase having uniform distribution:

$$ E^2\{y(k)\} = 0 $$  \hfill (3.9)

Therefore (3.8) yields:

$$ \text{Var} \{y(k)\} = E\left\{e^2_x(k) \cdot K_x^2\right\} + E\left\{e^2_n(k) \cdot K_n^2\right\} + E\left\{q^2(k)\right\} $$  \hfill (3.10)

$$ \text{Var} \{y(k)\} = \sigma^2_{e_x} \cdot K_x^2 + \sigma^2_{e_n} \cdot K_n^2 + \sigma^2_q $$  \hfill (3.11)

Since the $\Sigma-\Delta$ modulator is separated into a two interlocked linear system as given in Figure 3-3 and Figure 3-4, in one system the input forcing function is the sinusoid $x(k)$ and in the other system, the forcing function is the additive noise source $q(k)$ produced by quantization [Ard87]. Using the signal model in Figure 3-3, the system analysis in the z-domain gives:
A second-order $\Sigma-\Delta$ modulator can be implemented with two HP loop-filter transfer functions $H_1(z)$ and $H_2(z)$, where $H_2(z) = H_1(z)$. Thus, $G(z)$ and $H(z)$ in Figure 3-1 can be written as:

$$G(z) = \frac{H_1(z)}{1 + H_1(z)} \quad (3.13)$$

$$H(z) = [1 + H_1(z)] \cdot H_2(z) \quad (3.14)$$

As discussed in Section 2.7 for HP $\Sigma-\Delta$ modulators, the zeros of the NTF are located at $z = \pm e^{j2\pi\nu} = \pm e^{j2\pi/0.5} = -1$. Therefore this results in $H_1(z) = \frac{z}{z + 1}$. Therefore in the feed-forward path $H(-1) \to \infty$ and the signal frequency is assumed to be large, $G(-1) \approx 1$ \cite{Ard87}

For BP $\Sigma-\Delta$ modulators, as discussed in Section 2.6 the zeros of the NTF are located on the unit-circle in the $z$-domain depending on the normalized input signal frequency $\nu$ at $z = e^{j2\pi\nu}$, so that the NTF yields:

$$NTF = 1 - (2 \cos 2\pi\nu) \cdot z^{-1} + z^{-2} \quad (3.15)$$

The transfer function of a resonator is written as:

$$H_1 = \frac{2 \cdot \cos(2\pi\nu) \cdot z^{-1} - z^{-2}}{1 - 2 \cdot \cos(2\pi\nu) \cdot z^{-1} + z^{-2}} \quad (3.16)$$

Any higher-order $\Sigma-\Delta$ modulator can be represented as in Figure 3-3 and Figure 3-4. Therefore, the NTFs of eighth- and tenth-order $\Sigma-\Delta$ modulators are composed of second-order building blocks as given in (3.16). Since the feedforward path includes a resonator and the signal frequency is assumed to be $\nu$, $|H(e^{j2\pi\nu})| \to \infty$ and $|G(e^{j2\pi\nu})| \to 1$ for all $\nu$ \cite{Ard87}. 

$$\frac{E_x(z)}{X(z)} = \frac{G(z) \cdot H(z)}{1 + K_x \cdot H(z)} \quad (3.12)$$
Since $|H(z)| \to \infty$ and $|G(z)| \to 1$, for higher-order HP and BP $\Sigma-\Delta$ modulators, (3.12) becomes:

$$\frac{E_x(z)}{X(z)} \to \frac{1}{K_x}$$  \hspace{1cm} (3.17)

Therefore, the variance of the quantizer input signal $e_x(k)$ can be expressed in terms of the variance of the input signal to the $\Sigma-\Delta$ modulator.

$$\sigma_x^2 = \frac{1}{K_x^2} \sigma_X^2$$  \hspace{1cm} (3.18)

where the variance of the sinusoid with an amplitude of $a_x$ is $\sigma_X^2 = \frac{a_x^2}{2}$.

Using (3.18), (3.11) becomes;

$$\text{Var} \{y(k)\} = \sigma_x^2 + \sigma_{e_n}^2 \cdot K_n^2 + \sigma_q^2$$  \hspace{1cm} (3.19)

The output-noise variance becomes;

$$\text{Var}_{\text{noise}} \{y(k)\} = \sigma_{e_n}^2 \cdot K_n^2 + \sigma_q^2$$  \hspace{1cm} (3.20)

For a 1-bit quantizer with an output of $\pm \Delta$, the linear gains $K_x$ and $K_n$ have been calculated by using the mean-square-error criterion as in [Ard87], [Ath82]:

$$K_x = \left( \frac{2}{\pi} \right)^{1/2} \left( \frac{\Delta}{\sigma_{e_n}} \right) M \left( \frac{1}{2}, 2, -\rho^2 \right)$$  \hspace{1cm} (3.21)

$$K_n = \left( \frac{2}{\pi} \right)^{1/2} \left( \frac{\Delta}{\sigma_{e_n}} \right) M \left( \frac{1}{2}, 1, -\rho^2 \right)$$  \hspace{1cm} (3.22)

where $\rho = \frac{a_x}{\sqrt{2} \sigma_{e_n}}$, is the square root of the ratio of the variance of the sinusoidal component to the Gaussian component at the quantizer input, $(a_x$ is the amplitude of the sinusoidal component). Therefore, $\rho$ denotes the effect of the input signal to the
quantization noise power at the quantizer input. The functions $M(\alpha_M, \gamma_M, \chi_M)$ are the confluent hypergeometric functions [Had75]:

$$\frac{\Gamma(\gamma_M - \alpha_M)\Gamma(\alpha_M)}{\Gamma(\gamma_M)} M(\alpha_M, \gamma_M, \chi_M) = \frac{1}{\Gamma(\alpha_M, \gamma_M, \chi_M)} \int_0^1 e^{\gamma_M t} t^{\alpha_M - 1} (1-t)^{\gamma_M - \alpha_M - 1} dt$$  \quad (3.23)

For the constant output power ($\Delta^2$), the noise variance has been solved in [Ard87] and is given by:

$$\sigma_q^2 = \Delta^2 [1 - \frac{a_x^2}{2\Delta^2} - \frac{2}{\pi} M^2(\frac{1}{2}, 1, -\rho^2)]$$  \quad (3.24)

$$\rho^2 M^2(\frac{1}{2}, 2, -\rho^2) = \frac{\pi a_x^2}{4 \Delta^2}$$  \quad (3.25)

The variation of the quantization noise variance $\sigma_q^2$ and the $\rho$ values with respect to the input signal amplitude (3.24) and (3.25) are solved using the Newton-Raphson technique and plotted in Figure 3-5.

![Figure 3-5 Noise variance ($\sigma_q^2$) and $\rho = \frac{a_x}{\sqrt{2}\sigma_e}$ for a sinusoidal signal](image)

The quantization noise variance is almost constant around $\Delta^2 / 3$, where $\Delta = 1$. Therefore, the noise variance is close to this value as it has uniform distribution and decreases slightly when the input amplitude is close to 1. On the other hand, the $\rho$ values
\((\rho = \frac{a_x}{\sqrt{2\sigma_n}})\) are increasing as the input amplitude approaches the maximum range \(\Delta\). As a result, the ratio of the variance of the sinusoidal signal \((\frac{a_x}{\sqrt{2}})^2\) to the variance of the quantization noise signal \((\sigma_n)^2\) at the input to the quantizer becomes very large.

The noise amplification factor is the ratio between the total output noise variance and the quantization noise variance. Therefore, by combining (3.3), (3.20) and (3.21) the noise power amplification factor becomes:

\[
A(K) = \frac{\text{Var}_\text{noise}\{y(k)\}}{\sigma_q^2} = \frac{\left(\frac{2}{\pi}\right)M^2\left(\frac{1}{2},1,-\rho^2\right) + \sigma_q^2}{\sigma_q^2}
\]

(3.26)

3.3.2 DF Analysis: Dual-Tone Sinusoidal Inputs

If the inputs to the non-linear component are of different PDFs or of different magnitudes of similar waveforms, the output component from one of these inputs depends not only on the magnitude of this particular input but also on the magnitudes of all the other inputs \([\text{Ath82}]\). In order to derive the linear gains for two sinusoidal inputs, this modified linearity concept is used, where the non-linearity is modified in turn by each of the input signals.

The input signal \(x(k)\) can be represented as two sinusoids: \(x_a(t) = a \cdot \cos(\omega_1(t) + \phi_1)\) and \(x_b(t) = b \cdot \cos(\omega_2(t) + \phi_2)\). Figure 3-3 can be extended to the dual inputs case: \(x_a(k)\) and \(x_b(k)\), where each input is represented by separate equivalent gains, \(K_a\) and \(K_b\) respectively. Thus, the output signal can be obtained as:

\[
y(k) = e_{x_a}(k) \cdot K_a + e_{x_b}(k) \cdot K_b + e_n(k) \cdot K_n + q(k)
\]

(3.27)

where \(q(k)\) and \(e_n(k)\) are assumed to have zero mean Gaussian distributions.

Using the equivalent gains, \(K_a\), \(K_b\) and \(K_n\) are obtained by the modified nonlinearities concept \([\text{Ath82}], [\text{Lot08}]\):

\[
K_a = \left(\frac{2}{\pi}\right)^{5/2} \left(\frac{\Delta}{\sigma_q}\right) \frac{b}{a} \left(\frac{1}{\sqrt{2} - \rho_b}\right) M \left(\frac{3}{2}, \frac{1}{2}, -\rho_a^2\right) + q_a
\]

(3.28)
\[ K_b = \left( \frac{2}{\pi} \right)^{5/2} \left( \frac{A}{\sigma_q} \right) \left( \frac{a}{b} \right) \left( \frac{1}{1/2 - \rho_a^2} \right) \left[ M \left( 1, \frac{3}{2}, -\rho_b^2 \right) + \psi_b \right] \]  

(3.29)

\[ K_n = \left( \frac{2}{\pi} \right)^{1/2} \left( \frac{A}{\sigma_q} \right) \left( e^{-\rho_a^2 e^{-\rho_b^2}} \right) \]  

(3.30)

\[ \sigma_{qab}^2 = \Delta \left[ 1 - \frac{a^2}{2 \Delta} - \frac{b^2}{2 \Delta} - \frac{2}{\pi} \left( e^{-\rho_a^2} e^{-\rho_b^2} \right) \right] \]  

(3.31)

where,

\[ \varphi = 1 + \rho_a^2 \rho_b^2 + \frac{\rho_a^4 \rho_b^4}{4} + \frac{\rho_a^6 \rho_b^6}{36} + \frac{\rho_a^8 \rho_b^8}{576} + \ldots \]  

(3.32)

and \( \rho_a^2 = (1/2) \left( a^2 / \sigma_a^2 \right) \), \( \rho_b^2 = (1/2) \left( b^2 / \sigma_q^2 \right) \). In order to get the \( \rho_a \) and \( \rho_b \) values, the two equations (3.33) and (3.34) have been solved simultaneously:

\[ \left( \frac{2}{\pi} \right)^{5} \left( \frac{b^2}{a^2} \right) \left( \frac{\rho_a^2}{1/2 - \rho_b^2} \right) \left[ M \left( 1, \frac{3}{2}, -\rho_a^2 \right) + \psi_a \right]^2 = \frac{a^2}{2} \]  

(3.33)

\[ \left( \frac{2}{\pi} \right)^{5} \left( \frac{a^2}{b^2} \right) \left( \frac{\rho_b^2}{1/2 - \rho_a^2} \right) \left[ M \left( 1, \frac{3}{2}, -\rho_b^2 \right) + \psi_b \right]^2 = \frac{b^2}{2} \]  

(3.34)

where,

\[ \psi_b = \frac{4}{3} \rho_b^2 - \frac{16}{45} \rho_b^4 + \frac{16}{175} \rho_b^6 - \frac{128}{6615} \rho_b^8 + \ldots \]  

(3.35)

\[ \psi_a = \frac{4}{3} \rho_a^2 - \frac{16}{45} \rho_a^4 + \frac{16}{175} \rho_a^6 - \frac{128}{6615} \rho_a^8 + \ldots \]  

(3.36)

The variation of \( \sigma_{qab}^2 \) and the \( \rho \) values with respect to the input amplitude \( b \) at \( a = 0.2 \) and \( a = 0.6 \) are shown in Figure 3-6.
Figure 3-6 Variation of quantization noise variance ($\sigma_{qab}^2$), $\rho_a$ and $\rho_b$ values for different input values $b$ with respect to the second input amplitude, (a) $a = 0.2$, (b) $a = 0.6$

The $\rho_b$ values increase as the input amplitude $b$ increases and have sharp increases when $b$ is greater than $a$ and approaches 1 ($A$). The variance of the sinusoidal component to the noise component at the quantizer input becomes very large, which causes the noise variance to decrease. Therefore, as $a$ increases from 0.2 to 0.6, $\rho_b$ attenuates. This causes the quantization noise variances to decrease more for $a = 0.6$. On the other hand, $\rho_a$ decreases when $b$ increases. Thus, for $b$ values less than $a$, the $\rho_b$ values increase, which cause the noise variance to decrease. Since the $\rho_a$ values get bigger when the $a$-values are decreasing, the noise variance decreases further when $a$ is increased from 0.2 to 0.6. The $\rho_a$ and $\rho_b$ values intersect each other at $a = b$, thus causing the noise variance curve to have local minima.
The noise amplification factor $A(K)$ and the quantization noise variance $\sigma_{qab}^2$ for a one-bit quantizer with an output of $\pm \Delta$ can be expressed as in [Lot08]:

$$A(K) = \frac{2}{\pi} \left[ e^{-\rho_a^2} e^{-\rho_b^2} \right] \varphi^2 + \sigma_{qab}^2$$

(3.37)

Using (3.37), the $A(K)$ curves with respect to the input signal amplitudes $b$ are plotted in Figure 3-7.

![Figure 3-7](image)

Figure 3-7 The noise amplification curves for values for dual input values $b$ and $a$

The noise amplification curves $A(K)$ reach their peaks at the local minima of the noise variances, where $\rho_a$ and $\rho_b$ values intersect each other at $a = b$ (Figure 3-6).

### 3.4 Theoretical Results and Discussion

#### 3.4.1 HP Σ–Δ Modulators: Theoretical Stability Boundaries

As discussed in Section 3.2 for a given loop-filter quasi-linear analysis, a relationship between the noise amplification factor and quantizer gain $K$ is derived. The noise amplification curves obtained for the third-, fourth- and fifth-order HP Σ–Δ modulators based on Chebyshev Type-II filter response with a normalized frequency of $\nu = 63/64$ and with different stop-band attenuations are shown in Figure 3-8.
Figure 3-8 Noise amplification curves for the NTFs of HP Chebyshev Type-II filter based Σ–Δ modulator of the order = 3,4,5 with different stop-band attenuations

The $A(K)$-curves for fifth-order HP Σ–Δ modulators with increasing stop-band attenuation are illustrated in Figure 3-9.

Figure 3-9 $A(K)$-curves for fifth-order HP Chebyshev Type-II with $R_s = 80, 85, 90$ dB

Figure 3-9 shows that the $A_{min}$ values are increasing due to the increased stop-band attenuation, which cause the stable amplitude range to decrease. According to the NTF theorem stated in [Ger89], the average NTF magnitude must be zero or positive, i.e. in the plot of logarithmic magnitude of the NTF versus frequency, the area above and below the 0 dB line are equal [Ris94a], [Ger89]. This results in higher stop-band attenuation. The gain in the pass-band is increased in order to compensate for the high attenuation of the noise components in the signal-band. Therefore, the increased stop-band attenuation causes
the quantization noise to be elevated in the out-of-band region and the $A_{min}$ values to increase. In other words, the dynamic range of the $\Sigma$–$\Delta$ modulator is reduced.

On the other hand, increasing the stop-band attenuation provides better noise suppression in the signal band. As a result, there is a trade-off between the stable amplitude limits and the SNR values.

In addition, the theoretical MSA values with respect to the stop-band attenuation for the third-, fourth- and fifth-order Chebyshev Type-II based HP $\Sigma$–$\Delta$ modulator for unity $K$-values are shown in Figure 3-10.

![Figure 3-10 MSA limits for the NTFs of the Chebyshev Type-II based HP $\Sigma$–$\Delta$ modulators](image)

Figure 3-10 shows that the MSA values are decreasing due to the increased stop-band attenuations. In addition, for the same stop-band attenuation, higher-order $\Sigma$–$\Delta$ modulators achieve higher MSA values. Consequently, it can be concluded that the dynamic range of a $\Sigma$–$\Delta$ modulator increases with the order of the $\Sigma$–$\Delta$ modulator. The stability curves should follow the stable branch of the theoretical $\Lambda(K)$ curves obtained using quasi-linear analysis so that the equilibrium point will be on the $A(K)$ curves obtained using the DF method as given in Section 3.3 Therefore, the stability boundaries for different $K$ values can be obtained by solving (3.4) and (3.24) simultaneously.

The theoretical values for the MSA limit for the fourth- and fifth-order Chebyshev Type-II based HP $\Sigma$–$\Delta$ modulator for different $K$ and $R_s$ values are illustrated in Figure 3-11a and Figure 3-11c. As seen in Figure 3-11, the stability boundaries of $\Sigma$–$\Delta$ modulators
for different orders, stop-band attenuation sweeps and a range of $K$-values are displayed on one graph. The MSA values for a fixed stop-band attenuation ($R_s = 80$ dB) is given as a 2D plot as illustrated in Figure 3-11b.

![Graph](image)

(a) Graph showing the maximum stable amplitude (MSA) for different quantizer gains and stop-band attenuations. The graph is labeled as order: 4.

(b) Graph showing the quantizer gain for a fixed stop-band attenuation ($R_s = 80$ dB). The graph illustrates the maximum stable amplitude (MSA) as a function of quantizer gain.
Figure 3-11: Theoretical MSA values for (a) fourth-order Chebyshev Type-II based HP Σ–Δ modulator, (b) for $R_s = 80$ dB, (c) fifth-order Chebyshev Type-II based HP Σ–Δ modulator

As seen in Figure 3-11, the theoretical results show that the stable range increases with the increased order. In addition, the stability curves exhibit a circle-like shape centred at $K$-values close to unity. The MSA curves reach their maximum value when the quantizer gain is close to unity, but not exactly unity. The $K$-values, where the MSA values reach their peak values correspond to the $K$-values, where the noise amplification curves obtained using quasi-linear analysis reach their minimum values, i.e. $A(K) = A_{\text{min}}$

3.4.2 BP Σ–Δ Modulators: Theoretical Stability Boundaries

The noise amplification curves obtained by employing quasi-linear stability analysis for the eighth- and tenth-order BP Chebyshev Type-II Σ–Δ modulators with a normalized bandwidth of $\omega_n = [0.495 \ 0.505]$ are plotted in Figure 3-12.
As in the HP-case, the $A_{min}$ values shown in Figure 3-12a, are increasing due to the higher stop-band attenuation, which causes the stable amplitude range to decrease. In addition, as seen in Figure 3-12b, increasing the order of the $\Sigma$–$\Delta$ modulator causes the $A_{min}$ values to decrease. This increases the dynamic range of the $\Sigma$–$\Delta$ modulator. Also, the infinite ends of the $A(K)$ curves as seen in Figure 3-12, can be obtained by using root locus analysis of the $\Sigma$–$\Delta$ modulator. Thus, the root locus of an eighth-order Chebyshev Type-II based BP $\Sigma$–$\Delta$ modulator with a stop-band attenuation of 90 dB is given in Figure 3-13. The $NTF(s)(z)$ root locus demonstrates that the $\Sigma$–$\Delta$ modulator is stable for $K$ values greater than 0.5.
As shown in Figure 3-13, the intersection of the unit-circle is when $K = 0.5$, which indicates the stability of the NTF. Moreover, for BP $\Sigma$–$\Delta$ modulators, the effect of widening the stop-band region on the $\Sigma$–$\Delta$ modulator stability response in terms of the $A_{\min}$ values is shown in Figure 3-14.

Since the NTF theorem stated that the average logarithm of the magnitude of the NTF must be zero with a wide transition band, the gain in the pass-band is increased in order to compensate for the wider stop-band region [Ger89], [Ris94a]. Therefore, the widened
stop-band causes the quantization noise to be elevated in the out-of-band region and the $A_{min}$ values to increase. In other words, the dynamic range of the $\Sigma-\Delta$ modulator is reduced.

In addition, as seen in Figure 3-15, the $A_{min}$ values of tenth-order Butterworth and tenth-order Chebyshev Type-II $\Sigma-\Delta$ modulators with $R_s = 35$ dB are the same. Therefore, Chebyshev Type-II based $\Sigma-\Delta$ modulators have greater stop-band attenuation resulting in better in-band SNRs compared with Butterworth based $\Sigma-\Delta$ modulators of the same order.

### 3.4.3 BP $\Sigma-\Delta$ Modulators Stability Boundaries: Single-Tone Sinusoidal Input

The stability boundaries for the eighth- and tenth-order Chebyshev Type-II filter based BP $\Sigma-\Delta$ modulator with $\omega_n = [0.49 \ 0.51]$ for a single sinusoidal input with a normalized frequency of $\nu = 0.25$ are plotted in Figure 3-16.
As obtained in the HP case, the stability curves are centred at $K$-values where the $A(K)$ curves reach their minimum values, $(A_{\text{min}})$ and also become narrower with increased stopband attenuation.

### 3.4.4 BP $\Sigma\Delta$ Modulators Stability Boundaries: Dual-Tone Sinusoidal Input

For dual sinusoidal inputs, the input to the quantizer is dependent on the variances of the two input signals as well as the quantization noise. This means that the stability boundaries for each input need to be plotted separately. Therefore, the MSA limits for the
first input signal are obtained while keeping the second input amplitude fixed. Thus, the stability boundaries for the eighth- Chebyshev Type-II based BP $\Sigma$–$\Delta$ modulators with $\omega_n = [0.495\ 0.505]$ for the input amplitudes $a = 0.2$ and 0.4 are plotted in Figure 3-17. Figure 3-18 shows the MSA values for the eighth- Chebyshev Type-II based BP $\Sigma$–$\Delta$ modulators with $\omega_n = [0.495\ 0.505]$ for the input amplitudes $a = 0.4$ and 0.6.

![Figure 3-17](image1.png)  
(a)  
(b)  
Figure 3-17 MSA limits for eighth-order for (a) $a = 0.4$, (b) $a = 0.2$

As seen in Figure 3-17, the MSA values are decreasing for lower input amplitudes, i.e. MSA values for $a = 0.4$ are bigger than those obtained for $a = 0.2$. On the other hand, the decreased input amplitude causes the stability curves to spread to a wider range of $K$-intervals.

![Figure 3-18](image2.png)  
(a)  
(b)  
Figure 3-18 MSA limits for tenth-order for (a) $a = 0.4$, (b) $a = 0.6
3.5 Simulation Results and Discussion

The theoretical boundaries given in 3.4 are verified by extensive simulations of Chebyshev Type II and Butterworth based $\Sigma$–$\Delta$ modulators for single- and dual-tone sinusoidal inputs as given in Figure 3-19 and Figure 3-20.

![Figure 3-19 Chebyshev Type-II based $\Sigma$–$\Delta$ modulator topology](image1)

![Figure 3-20 Butterworth based $\Sigma$–$\Delta$ modulator topology](image2)
The simulations were performed for 1638400 time samples with input amplitudes in increments of 0.01. The corresponding $K$ values depending on the quantizer input signal are obtained as reported in [Ris94b]:

$$K = \frac{\text{Covariance} \{e(k), y(k)\}}{\sigma^2_e}$$  \hspace{1cm} (3.38)

where $e(k)$ corresponds to the input signal to the quantizer and $y(k)$ is the output signal. As shown in Figure 3-19 and Figure 3-20, $e(k)$ and $y(k)$ are directly obtained from simulations using simulink building blocks, which are used to obtain the covariance of $\{e(k), y(k)\}$ and $\sigma^2_e$.

Using (3.3) and (3.11), the simulated $A(K)$ curve with respect to the quantizer input signal can be obtained as:

$$A(K) = \frac{\text{Var} \{y(k)\}}{\text{Var} \{y(k)\} - \sigma^2_e \cdot K^2}$$  \hspace{1cm} (3.39)

### 3.5.1 Simulation Results for HP Σ–Δ Modulators

Simulations were undertaken for third-, fourth- and fifth-order Chebyshev Type-II based HP Σ–Δ modulators using a normalized cut-off frequency of $\nu = 63/64$. Using (3.24) and (3.39), the comparison of the theoretical- and the simulated-$A(K)$ curves for a fifth-order Σ–Δ modulator with $R_s = 85.5$ dB is given in Figure 3-21.

![Figure 3-21 Theoretical- and simulated- noise amplification curves](image-url)
In order to maintain the stable state in Figure 3-8, Figure 3-9, Figure 3-12, the \( A(K) \) curves in Figure 3-21 are expected to decrease with increasing input amplitudes. The simulation results agree reasonably well with the expected \( A(K) \) values. However, as seen in Figure 3-21 the simulated \( A(K) \) curves show that the actual modulator becomes unstable, when the input amplitude is greater than 0.75.

Figure 3-22 shows the noise amplification curve plotted versus the quantizer gain, \( K \). The simulated results are in good agreement with the theoretical results. As expected, the modulator is stable for the increasing branch of the \( A(K) \)-curve [Ris94a].

The theoretical MSA values are compared with the actual results obtained by the simulation of the fourth-order Chebyshev Type-II based HP \( \Sigma-\Delta \) modulator with \( R_s = 70 \, \text{dB} \) as given in Figure 3-23 and Table 3-2.

<table>
<thead>
<tr>
<th>K-values</th>
<th>Theoretical MSA</th>
<th>Simulated MSA</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>0.78</td>
<td>0.83</td>
<td>6</td>
</tr>
<tr>
<td>1.8</td>
<td>0.72</td>
<td>0.72</td>
<td>0</td>
</tr>
<tr>
<td>1.9</td>
<td>0.67</td>
<td>0.64</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3-2 Simulation results for order four
The variations of the theoretical and simulated results for the fifth-order Chebyshev Type-II based HP Σ–Δ modulator with $R_s = 80$ dB are given in Figure 3-24 and Table 3-3.

![Figure 3-24 Theoretical and simulated MSA for the order of five](image)

<table>
<thead>
<tr>
<th>K-values</th>
<th>Theoretical MSA</th>
<th>Simulated MSA</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>0.78</td>
<td>0.91</td>
<td>14.2</td>
</tr>
<tr>
<td>1.8</td>
<td>0.72</td>
<td>0.76</td>
<td>5.2</td>
</tr>
<tr>
<td>1.9</td>
<td>0.66</td>
<td>0.67</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 3-3 Simulation results for order five

It is seen in Figure 3-23 and Figure 3-24 that the modulator becomes unstable earlier compared to the theoretical results. As the order of the modulator is increased, the differences between the theoretical- and simulated results are decreased for higher $K$-values, because the stable range of the Σ–Δ modulator increases with the increased order.

In addition, the differences between the theoretical and simulated results are attributed to the fact that the quantization noise is not completely Gaussian. However, as the order of the Σ–Δ modulator increases, the quantizer input becomes more random thus resulting in a Gaussian-shaped probability density function (PDF) of the quantizer input. The randomisation effect of the order of the Σ–Δ modulator on the quantizer input can be analysed by using the Kolmogorov-Smirnov $k_s$ Gaussian-Test [Mas51]:

$$k_s = \max(|F(x) - G(x)|)$$  \hspace{1cm} (3.40)

where $G(x)$ is the Gaussian and $F(x)$ is the cumulative density function (CDF) of the input to the quantizer. According to this test, the lower the value of $k_s$, the closer is the PDF of the quantizer input to the Gaussian PDF.
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As seen in Figure 3-25, the $k_s$ values decrease as the order of the modulator increases, thus the input to the quantizer becomes more random. The increase of the $k_s$ values for input amplitude values bigger than 0.75 shows that the $\Sigma$–$\Delta$ modulator becomes unstable. The $k_s$ values reach their minimum values when the input amplitude is in the middle range (0.3-0.4). This occurs when the $\Sigma$–$\Delta$ modulator is more stable and the input to the quantizer is more Gaussian.

3.5.2 Simulation Results for BP $\Sigma$–$\Delta$ Modulators: Single-Tone Sinusoidal Input

For BP $\Sigma$–$\Delta$ modulators of normalized bandwidths of $[0.495, 0.505]$ and $[0.49, 0.51]$, the frequency of the sinusoidal inputs were chosen as 0.25. For the bandwidth of $[0.245, 0.255]$, the corresponding input frequency was chosen as 0.125. The variations of the theoretical and simulated results for the eighth- and tenth order cases with $\omega_n = [0.49, 0.51]$ and $R_s = 70$ dB are given in Table 3-4.

<table>
<thead>
<tr>
<th>Order</th>
<th>K-values</th>
<th>Theoretical MSA</th>
<th>Simulated MSA</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.4</td>
<td>0.70</td>
<td>0.71</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.62</td>
<td>0.69</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>0.45</td>
<td>0.59</td>
<td>23.7</td>
</tr>
<tr>
<td>10</td>
<td>1.4</td>
<td>0.85</td>
<td>0.75</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.80</td>
<td>0.74</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>0.75</td>
<td>0.74</td>
<td>1.3</td>
</tr>
</tbody>
</table>
The theoretical and simulated values for the MSA limits for the eighth-order BP Σ–Δ modulator with \( \omega_n = [0.245 \ 0.255] \) are given in Figure 3-26 and Table 3-5.

![Theoretical- and simulated results, eighth-order BP Σ–Δ modulator, \( R_s = 70 \text{ dB} \)](image)

<table>
<thead>
<tr>
<th>Order</th>
<th>K-values</th>
<th>Theoretical MSA</th>
<th>Simulated MSA</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.1</td>
<td>0.84</td>
<td>0.84</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.69</td>
<td>0.8</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>0.53</td>
<td>0.52</td>
<td>1.9</td>
</tr>
<tr>
<td>10</td>
<td>1.4</td>
<td>0.89</td>
<td>0.89</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>0.72</td>
<td>0.88</td>
<td>18.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.53</td>
<td>0.53</td>
<td>0</td>
</tr>
</tbody>
</table>

The sharp decrease of the MSA limits as the quantizer gain values increase shows that the Σ–Δ modulator becomes unstable. The results show that, as in the HP-case, when the order of the Σ–Δ modulator is increased, the differences between the theoretical- and simulated values are decreased for higher \( K \) values. Therefore for higher orders, the proposed quantizer model is closer to the actual non-linear quantizer especially at greater \( K \) values.
3.5.3 Simulation Results for BP $\Sigma$–Δ Modulators: Dual-Tone Sinusoidal Input

For BP $\Sigma$–Δ modulators of normalized bandwidths of $\omega_n = [0.495 \ 0.505]$ and $\omega_n = [0.49 \ 0.51]$, the normalized frequencies of the sinusoidal inputs were chosen as $\nu_1 = 0.25$ and $\nu_2 = 0.251$. For $\omega_n = [0.24 \ 0.26]$ the corresponding input frequencies were chosen as $\nu_1 = 0.125$ and $\nu_2 = 0.126$.

The variations of the theoretical- and simulated results for $\omega_n = [0.495 \ 0.505]$ for eighth- and tenth-order BP $\Sigma$–Δ modulators are shown in Figure 3-27.

![Figure 3-27](image)

Figure 3-27 Theoretical and simulated MSA values for $a = 0.4$ and with $R_s = 80$dB for (a) eighth-, (b) tenth-order

As seen in Figure 3-27 and as expected, as the order of the $\Sigma$–Δ modulator increases, the quantizer input becomes more random, thus increasing the accuracy of the proposed quantizer model. Therefore, the differences between the theoretical and simulated results are decreased when the order of the $\Sigma$–Δ modulator is increased.
The variations of the theoretical and simulated results for different \( R_s \) values and different input amplitudes are given in Table 3-6, Table 3-7.

<table>
<thead>
<tr>
<th>a</th>
<th>Theoretical MSA</th>
<th>Simulated MSA</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.37</td>
<td>0.60</td>
<td>38.3</td>
</tr>
<tr>
<td>0.4</td>
<td>0.53</td>
<td>0.41</td>
<td>29.2</td>
</tr>
<tr>
<td>0.6</td>
<td>0.46</td>
<td>0.21</td>
<td>119</td>
</tr>
</tbody>
</table>

Table 3-6 Simulation Results, Order: 8, \( R_s = 80\text{dB}, \omega_n = [0.495 0.505] \)

<table>
<thead>
<tr>
<th>A</th>
<th>Attenuation [dB]</th>
<th>Theoretical MSA</th>
<th>Simulated MSA</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>90</td>
<td>0.36</td>
<td>0.65</td>
<td>44.6</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.54</td>
<td>0.58</td>
<td>41.3</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>0.51</td>
<td>0.50</td>
<td>38.0</td>
</tr>
<tr>
<td>0.4</td>
<td>90</td>
<td>0.53</td>
<td>0.42</td>
<td>26.1</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.51</td>
<td>0.38</td>
<td>34.2</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>0.47</td>
<td>0.28</td>
<td>67.8</td>
</tr>
</tbody>
</table>

Table 3-7 Simulation Results, Order: 10, \( \omega_n = [0.495 0.505] \)

As seen in Table 3-6 and Table 3-7, the differences between the theoretical- and simulated results for dual sinusoidal inputs are bigger than those obtained for a single-tone sinusoidal input. In the proposed quantizer model, the modified linearity concept is used to obtain the linear gains for two sinusoidal inputs, where the non-linearity is modified in turn by each of the input signals. However, the actual non-linearity of each input exists simultaneously. Therefore, the accuracy of the proposed model is expected to get worse when the number of the input signal increases.

In addition, according to the simulation results given in Table 3-6 and Table 3-7, the difference between the theoretical and simulated results are bigger when the input amplitude is too small (\( a = 0.2 \)) or too big (\( a = 0.6 \)).

According to the \( k \)-Gaussian test results given in Figure 3-28, the bigger the \( a \) input amplitudes become, the more the input to the quantizer exhibits the shape of a Gaussian function. Therefore, the differences between the simulation- and theoretical results get smaller when the input amplitude is increased from 0.2 to 0.4. The sharp increase in the \( k \) values shows that the modulator becomes unstable.
The input to the quantizer becomes more random as the input amplitude increases. On the other hand, as seen in the frequency spectrums of the same modulator with increasing input amplitudes shown in Figure 3-29, the bigger the $a$ input amplitude is, the more the $\Sigma$–$\Delta$ modulator approaches its stability limits and the more spectral tones appear in the signal band. Therefore, the differences between the theoretical and simulated results become larger when the $a$ values are bigger than 0.4.
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Figure 3-29 Frequency spectrum of BP $\Sigma$–$\Delta$ modulators for dual sinusoidal inputs for $b = 0.2$ and for $a = 0.2, 0.4, 0.6$

The effect of widening the stop-band on the $\Sigma$–$\Delta$ modulator stability boundaries in terms of the $A_{\min}$ values is shown in Figure 3-14. The dynamic range of the $\Sigma$–$\Delta$ modulator is reduced as expected. The simulations of the tenth-order Chebyshev Type-II based BP $\Sigma$–$\Delta$ modulator at $a = 0.4$, $\omega_n = [0.49 \ 0.51]$ and $R_s = 60, 70$ dB are given in Table 3-8. The simulated MSA values are decreased compared to the MSA values of a $\Sigma$–$\Delta$ modulator that has a narrower bandwidth (Table 3-7), i.e. the $\Sigma$–$\Delta$ modulator becomes unstable for smaller input amplitudes. Also, as expected, the stable $K$ intervals are narrowed and the stop-band attenuations are decreased by almost 20 dB.

<table>
<thead>
<tr>
<th>Order</th>
<th>Attenuation [dB]</th>
<th>Theoretical MSA</th>
<th>Simulated MSA</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>60</td>
<td>0.51</td>
<td>0.42</td>
<td>21.4</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.44</td>
<td>0.33</td>
<td>33.3</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>0.53</td>
<td>0.46</td>
<td>15.2</td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>0.45</td>
<td>0.38</td>
<td>18.4</td>
</tr>
</tbody>
</table>

Table 3-8 Simulation Results, $a = 0.4$ (Wider Stop-Band $\omega_n = [0.49 \ 0.51]$)

3.5.4 Effects of Dither on Simulation Results

As discussed in Section 2.5.2 dither can be injected at the quantizer input to reduce tones in $\Sigma$–$\Delta$ modulators. However, the addition of dither tends to reduce $\Sigma$–$\Delta$ modulator stability, resulting in a lower loop gain and increased in-band noise level [Ger89]. As a result, the MSA limits will be decreased compared to un-dithered $\Sigma$–$\Delta$ modulators.
In order to show the effect of the dither, as given in Figure 3-30, a fourth-order Chebyshev Type-II based HP $\Sigma$–$\Delta$ modulator ($R_s = 75$ dB) is simulated with a dither amplitude of 0.08. Figure 3-31 shows the simulation results for a fifth-order Chebyshev Type-II based HP $\Sigma$–$\Delta$ modulator ($R_s = 85.5$ dB) with a dither amplitude of 0.1. As seen in Figure 3-30 and Figure 3-31, the simulated MSA limits are reduced. Therefore, the differences between the theoretical and simulated results are reduced when dither is added at the input of the quantizer.

The decreased $k$-values shown in Figure 3-32, prove that the quantizer input of the dithered $\Sigma$–$\Delta$ modulator tends to be more Gaussian-shaped compared to one of the undithered $\Sigma$–$\Delta$ modulator.
Since the proposed model assumes that the input to the quantizer has a Gaussian PDF, the randomization effect of the dither makes the proposed model more accurate.

### 3.6 Concluding Remarks

The stability boundaries for higher-order HP and BP $\Sigma$–$\Delta$ modulators were derived from the modified quasi-linear model in conjunction with the DF method. The quantization noise variances as well as the theoretical noise amplification curves for different input amplitudes, stop-band bandwidths and stop-band attenuations were also derived. Using these noise amplification curves, the maximum stable amplitude limits for different quantizer gain values depending on the input amplitudes were established.

The theoretical results showed that the increased stop-band attenuation caused the maximum stable amplitude limits to reduce. However, increasing the stop-band attenuation provided better noise suppression in the signal band so that better SNR values were achieved. As a result, there was a trade-off between the MSA limits and the resolution of the $\Sigma$–$\Delta$ modulator output.

In addition, theoretical results showed that the widening of the stop-band caused the noise amplification factor to increase, resulting in a reduction in the dynamic range of the $\Sigma$–$\Delta$ modulator, i.e. the MSA limits were reduced and the stable $K$-interval became narrower. Therefore, the $\Sigma$–$\Delta$ modulator is less stable compared to $\Sigma$–$\Delta$ modulators with narrower bandwidths or reduced stop-band attenuations. Moreover, the theoretical $A(K)$
curves showed that the Chebyshev Type II based Σ–Δ modulators achieved better in-band noise attenuation as compared with Butterworth based Σ–Δ modulators of the same order.

The theoretical results were shown to match reasonably well compared with their corresponding simulation results, especially for middle-range input amplitudes \(a = 0.4\) and higher-order Σ–Δ modulators. Because of the spectral tones introduced in the signal band, the difference between the theoretical and simulated results became higher as the input amplitude \(a\) increased. The differences in the results are attributed to the fact that the quantization noise is not completely Gaussian. In addition, the tonality of the Σ–Δ modulator output causes the simulated results to vary from the theoretical values. Furthermore, for a single sinusoidal input, the non-linear quantizer was modeled with linearized gains obtained by using the mean square error criterion, where the quantization noise power, \(\sigma_q^2\), was minimized. However, in the dual sinusoidal case, the nonlinearity was modelled as three linearized gains, two for the input signals \((K_a, K_b)\) and one for the noise component \((K_n)\), which was assumed to have a Gaussian PDF. Therefore, the signal- and noise-model gains were obtained by the modified nonlinearities concept. The nonlinearity function model of each input was modified for the other remaining inputs in turn, starting with the nonlinearity function models for the sinusoidal inputs, and following on with those further modified for the quantization noise model. In reality, however, the non-linearity of each input exists simultaneously. Therefore, the differences in the results were comparatively larger for dual-tone sinusoidal inputs compared with single tone ones.

These stability curves resulting from this work would accelerate the design and evaluation of higher-order HP and BP Σ–Δ modulators with increased dynamic ranges for various applications that utilize single- and dual-tone input signals. The proposed novel mathematical expressions could be integrated with various design tools to more accurately and rapidly predict stability in HP and BP single-bit higher-order Σ–Δ modulators.

In addition, ultrasound signals are single-tone narrow-band BP damped sinusoidal signals. For future work, the analysis of higher-order BP Σ–Δ modulators as well as the determination of their stability boundaries for single- and dual sinusoidal inputs would enable researchers to design, evaluate and implement higher-order LP or BP Σ–Δ modulators in the ultrasound beamformer structure, thus saving considerable time.
Chapter 4

Digital Ultrasound Beamformers

In this chapter, the performance of 1-bit Σ–Δ beamformers, 10-bit A/D beamformers and their resulting image quality comparisons are examined through software simulations using experimental phantom data sets. First of all, the advantages of using Σ–Δ beamformers over Nyquist-rate multi-bit A/D beamformers are detailed in Section 4.1 In order to understand how Σ–Δ beamformers operate, the basic principles behind the ultrasound systems are briefly explained in Section 4.3 The signal processing aspects are divided into three parts: front-end-, mid-end-, and back-end-processing [Ali08]. The front-end processing is detailed in Section 4.4 by focusing on the digital beamforming process. Section 4.6 introduces the mid-end processing including envelope detection and log compression. The back-end processing is given in Section 4.7 which describes the scan conversion process. The experimental data sets and parameters to analyse the simulation results are given in Sections 4.5 and 4.8 In Sections 4.9 and 4.10 the performance of Σ–Δ beamformers are evaluated by means of computer simulations and compared with 10-bit A/D beamformers. In Section 4.11 the image artefacts caused by single-bit Σ–Δ beamformers are quantified and their effects on image resolution are discussed.
4.1 \( \Sigma-\Delta \) Modulators in Ultrasound Imaging Systems

Ultrasound imaging is used in a variety of medical applications, including cardiology, obstetrics, genealogy, general abdominal imaging, developing fetuses, vascular imaging and bone densitometers [Moo94, Nel08, Qui97, Sza04, Tex13, Wel87]. Ultrasound imaging has been directly influenced by developments in microelectronics. In the late 1980s, electronic sector scanning using phased array systems became increasingly popular because of advances in A/D conversion [Hem15, Mas85, Odo90, Wag12, Zho14].

A typical simplified state-of-the-art ultrasound system can be broken down into three main parts: pulser, analog-front-end and digital-front-end as given in Figure 4-1 [Tex13]. The transmit beamformer, HighVoltage (HV) pulser and HV multiplexer form the transmit path that is responsible for the pulse-excitation of the transducer elements. The main function of the Transmitter/Receiver (T/R) switches is to prevent high-voltage pulses from damaging the receive electronics. The echoes are then amplified properly and converted from analogue to digital in order to be processed in the digital front-end part. The main function of the digital front end in an ultrasound system is to focus at a given depth and direction [Tex13]. Ultrasound systems are signal processing intensive. The performance of digital ultrasound imaging systems is strongly dependent on the transducers and front-end-components. At this stage, the precision of the A/D conversion becomes critically important.

Generally, ultrasound beamformers are designed to suppress the side lobes by more than 60 dB, which correspond to at least a 10-bit amplitude quantization requirement [Che09a]. Therefore, conventional digital ultrasound beamformers use typically 10- and 12-bit A/D converters to digitize echo signals from each transducer element [Fre99, Jen13, Tex13, Wag12, Zho14]. However, the complexity of digital beamforming using 10-bit A/D converters makes the design of phased array systems with a large channel count difficult [Mas85, Jeo07, Odo90, Pet84, Pri79, Ran04]. Therefore, the major challenge in ultrasound imaging systems is to simplify the front-end hardware of the ultrasound system especially for scanners with large channel count beamformers. \( \Sigma-\Delta \) beamformers have been proposed to reduce hardware complexity of the phased array front-end circuitry in digital ultrasound imaging systems. \( \Sigma-\Delta \) A/D converters trade digital signal processing complexity for relaxed requirements on the analogue components.
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compared to Nyquist-rate A/D converters. Σ–Δ A/D converters combine both oversampling and noise shaping making it possible to effectively convert an electrical analogue signal into its digital, discrete-time representation using modern digital CMOS technology. The use of such converters in ultrasound beamformers offers the following advantages: integration of beamforming logic and A/D converters, as these can be manufactured using the same semiconductor technology, small area per converter, making it possible to accommodate a large number of A/D converters on a single chip at a relatively low price.

Figure 4-1 Ultrasound system block diagram [Tex13]
4.2 Advantages of Σ–Δ Beamformers over Nyquist-rate Beamformers

Advances in VLSI technology have made oversampling A/D converters more attractive in digital processing applications [Can92], [Nor97]. Because of their relative simplicity and ease of integration into other processing elements, digital beamformers using 1-bit Σ–Δ modulators have crucial advantages over traditional multi-bit Nyquist-rate A/D beamformers [Fre98], [Liu09], [Nou93], [Rig02], [Ste01], [Ste96], [Zie98] as outlined below:

1. In ultrasound systems, for accurate focusing, a delay resolution of 1/32 of the wavelength of the ultrasound transmit signal is needed [Lip94], [Nou93]. Therefore, traditional Nyquist-rate A/D converters at a sampling rate of 4 times the ultrasound operating frequency are not sufficient to achieve accurate delays to properly form a focus. For example, for an ultrasound signal with an operating frequency of 3.5 MHz, a delay resolution of 9 nanoseconds is required. However, a Nyquist-rate A/D converter at a sampling rate of 14 MHz, which corresponds to a delay resolution of 72 nanoseconds, does not provide accurate delay resolution. As a result, many complicated processing techniques are required to ensure sufficient delay accuracy, which increase the cost and complexity of the circuit dramatically. On the other hand, the inherently high sampling rate of Σ–Δ modulators ensures sufficient delay resolution by manipulating the samples taken with a high sampling rate. For example, Σ–Δ modulators at a sampling rate of 222 MHz, have delay resolution of 4 nanoseconds. As a result, the complicated interpolating/decimating- or baseband-rotate circuits of traditional multi-bit Nyquist-rate beamformers are replaced by simple shift registers [Fre99], [Mas85], [Nou93].

2. Σ–Δ A/D converters need simpler components with lower precision and tolerance rating than multi-bit flash A/D converters, which use high precision analogue components [Can92], [Nor97].

3. Multi-bit A/D beamformers are required to be connected from each beamformer channel to the console, which needs a high cost coaxial cable between the console and transducer. However, Σ–Δ modulators can be easily integrated onto the same chip with the digital processing blocks deploying CMOS VLSI processes [Nor97]. This means that the Σ–Δ
beamformer hardware can be integrated into the ultrasound probe itself rather than the ultrasound console [Rig02]. As a result, the weight and size of the hardware are significantly lower due to the reduced resources used for the interconnection size between the beamformer and the other processing elements [Bru02], [Nor97].

4. Since typical Σ–Δ modulator structures have several operational amplifiers and one comparator, whereas 10-bit A/D converters have 1024 comparators; the A/D structure is significantly simplified [Can85], [Can92].

5. The hardware complexity is reduced due to the simplified signal processing and lower number of bits from 10 bits to 1 bit. For 1-bit Σ–Δ beamformers, the delays are performed via CMOS FIFO’s and the beam sum is done via standard adders across the array [Can92], [Gur08], [Fre99], [Nor97]. Thus, pipeline adders can be used for the beam summation, which require an overall number of S-channels \((S/2 + 1) \times \log_2 S/2\) adders [Che09a], e.g. for a 128 channel system, 390 adders are required by pipeline adders.

In addition, the actual dynamic ranges of A/D converters are always below the theoretical values. For example, a 14-bit A/D converter Analog Devices’ AD6644 has a SNR of 74 dB, which is about 12 dB below the theoretical SNR of a 14-bit A/D converter [Bru02], [San08]. Current state-of-the-art beamformers use 10-12 bits per channel. However, the usage of 14 or 16-bits A/D converters will significantly increase the complexity and memory requirements of the beamformer circuitry. Power consumption and circuit size are the two main design issues, since most state-of-the-art ultrasound imaging systems have 128 to 512 channel beamformers, which require 512 to 16,384 parallel processing channels [Tex10], [Tex13]. There is a trade-off between the required power and the image resolution of the ultrasound system. 12-bit A/D converters such as Analog Devices AD9271 or Intersil HI5746 consume several hundred mW [Ana09], [Int10]. On the other hand, 1-bit second-order Σ–Δ modulators with an average power consumption of 20 mW and a circuit area of 0.24 mm² can be implemented in a standard digital CMOS process [Tov04]. In addition, 16-bit delta-sigma A/D converter such as ADS1115 has the size of 2.0 x 1.5 x .04 mm of a parallel interface with direct connection to DSPs [Tex10].

In Table 4-1, a comparison of A/D converters used in ultrasound systems is given [Tex10], [Tex13], [Tex15].
<table>
<thead>
<tr>
<th>Product</th>
<th>ADS1605</th>
<th>ADS5281</th>
<th>ADS5292</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADS1610</td>
<td>ADS5282</td>
<td>ADS5294</td>
</tr>
<tr>
<td>Bit-Resolution</td>
<td>16</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>Sampling Rate</td>
<td>5 MSPS</td>
<td>65 MSPS</td>
<td>80 MSPS</td>
</tr>
<tr>
<td>SNR</td>
<td>88</td>
<td>70</td>
<td>78.2</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>550 mW</td>
<td>77mW/channel</td>
<td>54mW/channel</td>
</tr>
<tr>
<td>Architecture</td>
<td>Delta-Sigma (selectable on chip reference)</td>
<td>Pipeline (8-channel)</td>
<td>Pipeline (8-channel)</td>
</tr>
</tbody>
</table>

Table 4-1 A/D converter product examples used in ultrasound systems

The SNR and power consumption are the most important issues, followed by the implementation of the interface between the A/D converter and the beamformer. Therefore, reducing the power consumption only is not enough to simplify the front-end hardware. As a result, Σ–Δ modulators are widely used to reduce the hardware complexity resulting in significant savings in the size, power consumption and cost [Bil10], [Chi15], [Fre99], [Hem15], [Jun13], [Kar00], [Koz01], [Lie06], [Nil08], [Nou93], [Rig02], [Syn07], [Tom13], [Tov04]. Therefore, the hardware simplicity of the Σ–Δ beamformers is particularly suitable for low-power 3D scanners with large channel count beamformers as well as portable and lightweight ultrasound scanners and intravascular imaging systems [Che09a], [Che13], [Chi00], [Fen96], [Loc98], [Kar95], [Hwa98], [Ste01], [Tom05], [Uca96].

### 4.3 Basic Principles of Digital Ultrasound Imaging

Ultrasound imaging uses high-frequency sound waves to produce images of the exposed part of the body including the heart, vessels, kidney, liver, developing fetuses and other soft tissues [Wel69], [Wel75], [Hav79]. The ultrasound waves are generated by a transducer
which is held against the body. The piezoelectric crystal elements in the transducer start to vibrate and produce high-frequency sound waves when a high voltage is applied across the transducer. The ultrasound waves can be presented as damped sinusoidal signals with an operating frequency in the range of 2 - 15 MHz. Above this range, sound waves are significantly attenuated by human tissue. And below this range, the wavelength of the sound waves is so long that the resolution for small structures is significantly low [Wel07]. In addition, the acoustic attenuation is proportional to the propagation distance (depth) and the operating frequency. Therefore, there is a trade-off between the operating frequency and image depth, which limits the image quality. A typical attenuation for soft tissues is 1 dB/cm/MHz, which corresponds to 70 dB attenuation for a 3.5 MHz ultrasound wave for a round trip of 20 cm [Kar00].

Different from sound waves, ultrasound waves with high frequencies tend to move more in straight lines, and will be reflected by much smaller objects like light beams and do not propagate easily in gaseous media [Wel69], [Hav79]. The speed of sound varies for different transmission media but the average transmission velocity is assumed to be nearly uniform at 1,540 m/sec for most soft tissues [Hav79]. Through their propagation, sound-waves are partially reflected and refracted depending on the tissue they are exposed to. When two mediums with different densities are located next to each other, an acoustic impedance mismatch is created and sound waves are reflected by this mismatch. Therefore, the ultrasound imaging technique is based on processing the echo signals [Sho88]. The greater the acoustic mismatch, the bigger is the intensity of the echo signal. This is generally seen as brighter areas on the image. Therefore, intensities of the echo signals, \( I \), are relative quantities so that in ultrasound there is no absolute or inherent tissue property. The unit for \( I \) is energy/time/unit area, which is \( J/(m^2 \cdot s) \) [Sho88]. The physical principles of medical ultrasound imaging, the physics of sound waves and their interaction with exposed tissue are extensively covered in [Ald07], [Chi78], [Kin62], [Kin87], [Wel07], [Wel69], [Wel75]. Ultrasound systems and the effects of circuit components at the front-end part on diagnostic performance are explored in [Bru02]. The ultrasound system is summarized in Figure 4-2.
The transmitter excites the transducer with a series of pulses. The transducer converts electrical energy from the transmitter into ultrasound waves sent to the target tissue. The reflected echoes from the tissue are converted back to the electrical signals by the same transducer. The amplitude of the received echo defines the tissue properties in terms of image brightness, where the strong reflections due to the high tissue impedance (e.g. bone, gallstone) are represented as white and the no-reflections due to the weak tissue impedance (blood, urine) as black. Also, the total time for waiting for the echo is determined by the depth of the tissue. The system calculates how long it takes for the echo to return to the transducer using the relation: \[ \text{depth}_{\text{echo}} = \frac{\text{time}_{\text{echo}} \times \text{velocity}}{2} \] \[ \text{[Kin62]} \].

The commonest process is beam focusing electronically using phased arrays \[ \text{[Tho96]} \], as presented in this study. Transducer arrays are composed of S-transducer elements, and each element transmits and receives ultrasound pulses individually. The characteristics of the transducer (aperture size, bandwidth, operating frequency, array spacing, and number of elements) limit the axial- and angular-resolution of the image. The effects of the transducer parameters on the image quality are well detailed in \[ \text{[Sea02]} \]. If \( S \) is chosen to be too small, array elements get too far apart. As a result, more than one beam might be produced, and this makes it impossible to determine the direction of the echo signal. Therefore, in order to eliminate the additional lobes, for a transducer of size \( 2w \), the space between the array elements, \( d \), needs to be less than half of the ultrasound wavelength, \( \lambda \) \[ \text{[Sea02]} \]: \[ d = \frac{2w}{S} < \frac{\lambda}{2} \]. Therefore, the typical number of phase array elements is 128 or more.

In principle, the ultrasound system focuses sound waves along a given scan line so that the waves constructively add together at the desired focal point \[ \text{[Sho88]} \]. Fixed focus
beamforming is achieved by fixing the output position to a focus point (mostly to the middle range) whose indexes are calculated from the required inter-channel delays relative to the channel that has the shortest flight path to the receive focal point. Once all of the sound waves along the given scan line have been completed, the output positions are switched for each new emission in order to accommodate the new receive focal point, corresponding to a new image line. The transducer focuses along a new scan line until the entire scan lines in the desired region of interest have been measured [Sho88], [Joh93], [Tho96]. This process of using multiple sound waves to steer and focus a beam electronically is referred to as digital beamforming. The scanning format for ultrasound phased array systems performing electronic focusing is illustrated in Figure 4-3.

Once the beamforming process is completed, envelope detection is required to obtain the peaks in the echo signal to obtain B-mode images. In B-mode, the transmitted sound wave is swept over the plane to produce a 2D image, where brightness is used to represent the amplitude of the echo signal. [Wel69].
4.4 Front-end Signal Processing

4.4.1 Beamforming

In the transmit mode of operation, multiple piezo-electric elements are excited with properly time-delayed pulses and then they become sensors to record the reflected sound waves. Figure 4-4 shows how the time-delay values for each array element are calculated. The location of the focal point \( P \) in this figure is referenced using polar coordinates \((r, \theta)\).

![Figure 4-4 Focus point geometry in polar coordinates](image)

Each transducer element is driven with the same pulse waveform. The propagation time, \( \tau_\eta \) for the \( \eta \)th element to the focal point \( P \) can be written by the geometry given in Figure 4-4.

\[
\tau_\eta = \frac{\sqrt{r_0^2 + x_\eta^2 - 2x_\eta r_0 \sin(\theta_0)}}{c}
\]

(4.1)

where \( x_\eta \) is the \( x \) coordinate of the \( \eta \)th element, \((0, 0)\) is at the center of the array, \( \theta_0 \) is the angle to the horizontal axis and \( r_0 \) is the depth of the focal point to the center of the array system. The beams always intersect the array at the center. The conventional approximation of this equation with a Taylor series expansion is given in Appendix A. As a result (4.1) yields [Fre97]:

\[
\tau'_\eta = \tau'(x_\eta, r_0, \theta_0) = \tau_\eta - \tau_0 = -\frac{x_\eta \sin \theta_0}{c} + \frac{x_\eta^2 \cos^2 \theta_0}{2cr_0}
\]

(4.2)
Fixed focusing is usually used in transmit mode, where the above expression (4.2) is fixed for a predetermined focusing depth. As shown in Figure 4-5, to ensure that the sound waves from each element arrive at the focal point at the same time, the pulse waveform to each element must be delayed by this amount to compensate for the time-delays [Kar95].

On the other hand, in the receive mode, the scanning is performed line-by-line. The array elements employ dynamic focusing by stimulating each element with different time delays according to the propagation time difference from the focus point, \( P \).

As a result, sufficient image detail can be obtained at various depths within the body rather than just one depth as performed at fixed transmit focusing. Figure 4-6 demonstrates how transducer array elements scan dynamically the region of interest.
The propagation time difference \( \tau'_{\eta} = \tau_0 - \tau_\eta \) of the corresponding \( \eta \)th receive element is related to its position to the focus point, \( P \) as shown in Figure 4-7.

![Diagram of receive beamforming](image)

Figure 4-7 Receive Beamforming

The time difference of the arriving echo signals in the dynamic receive beamformation can be performed in two parts: steering and focusing. Using basic geometry, the general term given in (4.2) can be broken down into two parts: steering and focusing as given in (4.3) in order to obtain the propagation time difference to the \( \eta \)th array-element, \( \tau'_{\eta} \) [Odo90]:

\[
\tau'_{\eta} = \tau' \left( x_\eta, r_0, \theta_0 \right) = -\frac{x_\eta \sin \theta_0}{c} + \frac{x_\eta^2 \cos^2 \theta_0}{2cr_0}
\]

(4.3)

The first term focuses the beam to a particular angle and the second term is to focus it to a particular range. By adjusting the time delays across the array, a region of interest can be scanned over predetermined directions and depth. Signals from each array element \( p_\eta(t) \) are delayed (\( \tau'_{\eta} \)) and summed to produce a beam sum \( p(t) \) localized at the focus point:

\[
p(t) = \sum_{\eta=1}^{128} p_\eta(t + \tau'_{\eta})
\]

(4.4)

In dynamic receive beamforming, delays are changed dynamically for the various depths within the sector. In other words, as given in Figure 4-8, each pulse is delayed appropriately and added coherently, to form the desired beam at a particular direction and depth.
As a result of the delay-and-sum process, an image line is produced by continuously focusing along that beam line [Fre99], [Odo90]. In this study, a 90-degree sector is scanned by a B-scan phased array system. To perform a 90-degrees scan, there is an angular sampling constraint where the minimum spatial sampling frequency should be twice the spatial frequency bandwidth in order to avoid any additional main lobes [Moo94], [Sea02]:

$$\Delta \sin \theta \leq \frac{\lambda}{4w} = \frac{1}{2 \cdot NA}$$ \hspace{1cm} (4.5)

The array size and numerical aperture are represented by $2w$ and $NA \ (2w/\lambda)$ respectively, where $NA = 2w/\lambda$. Since the sampling is uniform in $\sin \theta$, a sufficient number of beams for a 90-degree scan should be predefined according to (4.6) [Moo94]:

$$\text{Number of beams} = \frac{\text{max}(\sin \theta) - \text{min}(\sin \theta)}{\Delta \sin \theta}$$ \hspace{1cm} (4.6)

For a conventional 128-element transducer array, the number of beams must be greater than or equal to 182. In this study, the number of beams is chosen as 182; so that each beam is steered in increments of $\Delta \sin \theta \approx 0.0071$. Once all the 182-scan lines are completed, the mid-end processing stage can be performed.

### 4.5 Experimental Data-Set

The experimental data acquired from the Ultrasonic Research Laboratory of the University of Michigan is used to demonstrate the performance of the $\Sigma$-$\Delta$ beamformer and 10-bit A/D beamformer [Kri97]. The data sets include two different phantoms: a wire target phantom,
consisting of six wires in a water tank, and a cyst phantom, containing tissue mimicking gel. The 10-bit data was recorded using a commercial 128-element, 3.5-MHz transducer array with an element pitch of 0.22 mm (Acuson, Model # V328) [Kri97]. The same data sets were used in [Fre97], [Fre98], [Fre99], [Kar98], [Kar99], [Kar00], [Koz01], [Che08a], [Che08b], [Nil08], [Uca96]. All the wire target images are displayed over a 70 dB dynamic range, whereas all the cyst images are displayed over a 50 dB dynamic range following logarithmic compression. Transmit focus is fixed at 65 mm and dynamic focusing is performed in the receive mode.

![Figure 4-9 Wire phantom, (a) schematic setup, (b) cross-section [Bil08]](image)

The experiment setup for the wire-phantom is given in Figure 4-9. The wires are placed slightly away from each other in order to prevent shadowing. The corresponding simulation parameters are given in Table 4-2.
Table 4-2 Simulation Parameters

<table>
<thead>
<tr>
<th>Design Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer operating frequency</td>
<td>3.5 MHz</td>
</tr>
<tr>
<td>Sampling Frequency</td>
<td>13.8889 MHz</td>
</tr>
<tr>
<td>Number of Channels</td>
<td>128</td>
</tr>
<tr>
<td>Transducer Spacing</td>
<td>0.22 mm</td>
</tr>
<tr>
<td>Image Depth</td>
<td>130 mm</td>
</tr>
<tr>
<td>Transmit Focusing</td>
<td>Fixed Focusing</td>
</tr>
<tr>
<td>Receive Focusing</td>
<td>Dynamic focusing</td>
</tr>
<tr>
<td>Image Sector</td>
<td>90-degree</td>
</tr>
<tr>
<td>Number of Beam Lines</td>
<td>182</td>
</tr>
<tr>
<td>Offset Time</td>
<td>29.448 μsec</td>
</tr>
<tr>
<td>Speed of Sound</td>
<td>1.48 mm/μsec</td>
</tr>
</tbody>
</table>

During transmission, some portions of the transmitted waves are reflected back to the transducer element. To eliminate these echoes during the transmission, a short offset-time for the receive mode is given. The data-set has been obtained as follows: the first transmitter element sends a pulse to the target and after the offset-time all the receivers start to record the echo signals reflected from the targets in the scanning area. After the receive-mode, a second transmitter sends an ultrasound pulse and waits for the receivers to record. This procedure continues until the last transmitter sends the pulse and all the echoes are received [Bil03]. At the end, a data set of a size of [2048 x 128 x 128] is obtained. For example, an echo signal transmitted by the 2nd element and received by the 1st element is presented as a matrix of size [2048 x 1 x 1] and is shown in Figure 4-10.
Since the fixed transmit focal range is chosen as 65mm, the biggest amplitude is obtained from the 3\textsuperscript{rd} wire reflection. In addition, since the signal amplitude attenuation is proportional to the imaging depth, the amplitude of the echo signal decreases with the range. Thus the 6\textsuperscript{th} wire has the smallest echo signal amplitude.

4.6 Mid-end Processing

Mid-end processing can be defined as any signal processing that is performed on each scan line of the beamformed data. The main mid-end processing functions for conventional ultrasound imaging systems include: demodulation (filtering), envelope detection and logarithmic compression [Ali08].

Envelope Detection: Ultrasound systems use band-pass pulse, $p(t)$ to excite the transducer elements, which can be represented as a Gaussian envelope, $a_0(t)$, modulating a carrier center frequency, $f_0$. The complex presentation is given as an analytic signal:

$$p(t) = a_0(t)e^{i\omega_0 t} \quad (4.7)$$

where $\omega_0 = 2\pi f_0$. Therefore, the real part of the echo signal at the receiver for a focus point at a distance $r_0$ in the time-domain yields:

$$p(t - 2r_0 / c) = A_p \cdot a_0(t - 2r_0 / c) \cos(\omega_0(t - 2r_0 / c)) \quad (4.8)$$

where $A_p$ is the attenuation term as a function of frequency and the propagation distance.
The first stage to extract the envelope of the signal, $a_0(t - 2z/c)$, is to create a complex representation of the signal. In order to obtain the analytical signal, two methods can be used: the Hilbert transform or baseband demodulation. Although the Hilbert transform is independent of the operating frequency and imaging mode, the baseband demodulation method is less complex. The signal of a centre frequency can be demodulated in baseband using a complex rotator followed by a low-pass filter to suppress the side lobes. As given in Figure 4-11, the envelope of the signal is obtained as the magnitude of the sum of its in-phase and quadrature components.

Log Compression: Since the maximum dynamic range of the human eye is in the order of 30 dB [Sza04], a log compressor is used to compress the actual dynamic range of the envelope. The actual dynamic range of the envelope signal depends on the A/D converter resolution. Usually, an image resolution of 7-8 bits is used for the display [Ali08].

4.7 Back-end Processing

Scan conversion: The final process of the ultrasound system is scan conversion. In B-mode, a two-dimensional diagnostic ultrasound presentation of echo is displayed. The intensity of the echo is represented by modulation of the brightness of the spot, and the position of the echo is determined from the angular position of the transducer and the transit time of the
acoustical pulse and its echo. As discussed above, reconstruction of the ultrasound data is inherently done in polar coordinates in a sector scanner. However, polar coordinates are not appropriate for the monitor display, therefore a method of converting this data is required. This involves presenting the data as a meaningful image by transforming the data from polar coordinates \((r \sin \theta)\), to Cartesian coordinates \((x-y)\). Therefore, equally spaced data in polar space need to be interpolated to a physical space. The most commonly used technique for scan conversion is bilinear interpolation.

The constructed image after scan conversion can be seen in Figure 4-12. The brightness of each pixel in the image is adjusted as a function of the amplitude of the reflected signals [Sho88].

Figure 4-12 Final B-scan images in, (a) Polar coordinates\((r \sin \theta)\), (b) Cartesian coordinates\((x-y)\)
4.8 Beamformer Performance Analysis

Besides the quality of the final B-scan images, the performances of the beamformers can be evaluated quantitatively in terms of the SQNR, CNR values and PSF. Due to the fixed transmit focusing at half the maximum imaging distance, the strongest reflector is the third wire.

For focus points away from the transmit focus, the beamwidth enlarges and the side lobes increase [Rib02]. Therefore, the frequency spectrums of a single beam line lying at the centre of the main lobe of the third wire and the corresponding PSF will be used [Kar95], [Koz01].

4.8.1 Wire Phantom

The noise level can be compared in terms of the SQNR values, which are calculated using the envelope signal before the logarithmic compression. As shown in Figure 4-13, the signal power at each wire is calculated within a small kernel (approximately 6 pixels) over the wire including the main lobe and the noise power is calculated as the root mean square within a larger kernel (approximately 24 pixels) near that wire excluding the acoustic artefacts, reflectors and the side lobes.

For the signal power; the mean square root of the main lobe is calculated. However, as shown in Figure 4-14b, the envelope signal is a sinc function. Therefore, the signal power is calculated for varying depth- and angle indices and the average value is calculated. For the signal power, the range of samples within ± 6 of the centre index is used in the calculation. On the other hand, for the noise power, a wider range of samples, i.e.± 20 samples from the centre index is used. For each of the wire images, the mean SQNR is calculated over six
wires as given in Figure 4-14a [Che08a], [Che08b], [Fre97], [Fre99], [Kar00], [Kar95], [Koz01].

![3D plot of the envelope, (a) all 6 wires, (b) zoomed at 3rd wire]

It is important to take into account that the kernel sizes used to calculate the signal- and noise-power are chosen specifically for this wire-phantom-data.
4.8.2 PSF

The spatial resolution in the image refers to the ability to distinguish two separate but closely positioned structures accurately in space, which can be separated as axial and lateral resolution as given in Figure 4-15.

Axial resolution refers to the ability to resolve two adjacent objects situated one above the other, which are parallel to the propagation axis of the ultrasound beam. Axial resolution is dependent on the sound wave pulse length and inversely proportional to the frequency. Also the size of the object for which the pulse is propagated through affects the axial resolution. If the pulse length is longer than the distance between the objects, only a single reflection will be detected and the image will show only one structure. [Coa01], [Sho88].

Lateral resolution is the ability to resolve two structures, which are located separately side by side and perpendicularly to the axis of the sound wave beam. Lateral resolution is directly proportional to the beam frequency, whereas the higher the frequency and the narrower the beam width the greater is the lateral resolution [Coa01, Sho88]. [Wel69],

Axial resolution only depends on the transducer. However, lateral resolution depends on the transducer as well as the beamforming quality. Therefore, the lateral resolution can be increased also when the ultrasound beam width is minimized by focusing the ultrasound pulses as they are generated by the transducer. This can be performed using phased arrays. Each array element behaves like a circular wavefront. Therefore, according to the superposition principle, ultrasound beams generated by rectangular transducer arrays have the form of a sinc function with one main lobe and multi-side lobes of decreasing
amplitudes [Sea02]. Therefore, the performance of different beamformer structures can be also tested in terms of lateral resolution in the time-domain by using PSF plots that include the beam pattern side lobe levels. Figure 4-15 shows the key terms for the coordination of a focused beam. The noise behaviour for different angles and ranges can be analysed in detail by using PSF plots.

4.8.3 Cyst Phantom

To quantify the contrast in the final image, the Contrast-to-Noise (CNR) values can be used, where the contrast is defined as the logarithmic difference between the mean values of the image kernels fully within and outside the cysts, as shown in Figure 4-16.

The CNR is defined in [Fre99] and [Kar95] and is given by:

$$CNR = \frac{\mu_{out} - \mu_{in}}{\sigma_{out}}$$  \hspace{1cm} (4.9)$$

where $\mu_{out}$ and $\mu_{in}$ denote the mean values outside and inside the cyst regions, and $\sigma_{out}$ is the standard deviation outside the cysts. The mean value inside the cyst is calculated within a kernel including most of each anechoic region and the mean value outside the cyst is calculated including a kernel outside the cyst at the same ranges at each cyst [Fre99], [Kar95].

Similar to the SQNR calculations, the mean values for the cyst are calculated directly from the envelope signal.
## 4.9 10-bit A/D Beamformers

Since the phantom data sets were acquired by a 10-bit transducer, the incoming echo signals are digitized using 10-bit A/D converters, delayed and summed coherently to form the focus of interest (Figure 4-14). However, the sampling rate of traditional multi-bit A/D converters is not adequate for accurate delays to properly form a focus (1/32 of the wavelength) [Pet84].

![Block Diagram of the 10-bit A/D Beamformer System](image)

In order to achieve effective time delay accuracy, the digitized echo signals are interpolated to 16 times the Nyquist-rate through padding 15-zeros between each sample. The spectrum of the upsampled signal is shown in Figure 4-18. The 16 times-reduced intersampling period provides delay accuracy for sufficient focusing.

![Normalized Magnitude](image)
Upsampled signals are then interpolated using interpolation filters as seen in Figure 4-19. Beamforming parameters are designed to suppress the quantization grating lobe lower than 60dB. As a result, after the beam summation, an image with a dynamic range of 70 dB can be reconstructed.

Since the beam summation is performed at the high sampling rate, the sampling rate is reduced to the Nyquist sampling rate. As expected, the envelope of the third wire looks like a sinc-function (after the mid-end and back-end processes described in Sections 4.6 and 4.7). The brightness of each pixel in the image is adjusted as a function of the amplitude of the reflected signals.

**4.10 1-Bit \( \Sigma-\Delta \) Beamformers**

In order to preserve the hardware simplicity of the \( \Sigma-\Delta \) beamformer, a conventional second-order \( \Sigma-\Delta \) modulator at 222 MHz was used to digitize the incoming signals centered at 3.5 MHz. As a result, the \( \Sigma-\Delta \) beamformer can select the delay without interpolation. The noise-shaping function of the oversampled \( \Sigma-\Delta \) modulators attenuates the quantization noise in the signal band, thereby pushing most of the noise components to
out-of-band frequencies. This can be removed by using a digital low-pass filter. The suppressed noise in the signal band, which depends on the OSR, causes the in-band SNR value to increase by 2.5 equivalent bits for every doubling of the OSR value [Azi96]. Therefore, to obtain a 10-bit equivalent resolution using a single-bit second-order $\Sigma$–$\Delta$ modulator, the OSR is taken as 16. Due to the high sampling rate of $\Sigma$–$\Delta$ modulators, accurate delays can be achieved directly with the summation of phased shifted signals.

As seen in Figure 4–20, once the echo signals are modulated, digital beamforming can be performed as the delay-and-sum process as detailed in Section 4.4.1 As given in Figure 4–21, since dynamic focusing is performed at the oversampling rate and the quantization noise is shaped to the higher frequencies, the beam sum output is then demodulated with a LP decimation filter and downsampled to the Nyquist sampling rate [Nou93]. After the high frequency quantization noise is filtered out, the envelope detection and scan conversion processes are performed.

![Figure 4–20 Block diagram of the $\Sigma$–$\Delta$ based beamformer system](image)

![Figure 4–21 Frequency spectrum of the one beam line modulated with second-order $\Sigma$–$\Delta$ modulator](image)
During each clock cycle of the dynamic focusing delay-and-sum process, a sample is selected from each channel according to the predetermined time delay to compensate for the echo time difference. However, as shown in Figure 4-22, the delay updates to focus the beam at closely spaced focus points cause some samples to be repeated and some of those to be skipped. These repeated/omitted samples during the dynamic focusing cause the demodulator filter to interpret an extra sample, which actually does not exist [Fre97], [Fre99], [Koz01].

![Dynamic focusing curvatures](image)

Figure 4-22 Illustration of sample repetition in dynamic focusing [Koz01]

Therefore, repeating/dropping samples degrade the synchronization between the modulator and demodulator so that the noise-shaping feature of Σ–Δ modulators is disrupted and some of the quantization noise folds back to the signal band. As a result, the background noise level is increased and severe image artefacts are exhibited in the image as a snowy background as shown Figure 4-24 and Figure 4-25.

### 4.11 Simulation Results

#### 4.11.1 Wire Phantom

In order to investigate the performance of the beamformers quantitatively, the frequency spectrum of a single beam line lying at the centre of the main lobe of the third wire is plotted. As seen in Figure 4-23, due to the extra energy introduced into the output signal, the noise-shaping responses of the Σ–Δ modulators are degraded and some parts of the quantization noise are folded back to the signal band. The main lobe widths are
approximately the same. However, compared to the noise level in the 10-bit A/D beamformers, the in-band noise level in the conventional Σ–Δ beamformer is elevated by almost 12 dB. These elevated low-frequency noise components of the Σ–Δ beamformers will degrade the final image quality as the low-pass decimation filters just suppress the quantization noise components, which are shaped to the higher frequencies. The low-frequency noise level can be observed as snowy background in the final image (Fig 4–21). The noise elevation may vary according to the data type. This noise level is not always 12 dB and is calculated specifically for the 6-wire data set.

![Figure 4-23 Frequency spectrum of a single beam-line, 10-bit A/D beamformer (black line) and 1-bit Σ–Δ beamformer (grey line).](image)

The comparison of the B-scan sector images reconstructed by the 10-bit A/D beamformer and conventional Σ–Δ beamformer is given in Figure 4–24. The snowy background in the image reconstructed by the conventional Σ–Δ beamformer is significantly noticeable compared to the one obtained by the 10-bit A/D beamformer, due to the elevated noise floor at low frequencies shown in Figure 4–23. As seen in Figure 4–24 in the B-scan image of the Σ–Δ beamformer. The contrast resolution is dramatically reduced. This degradation can be quantified in terms of the SQNR values. The calculated SQNR of
the conventional one-bit Σ–Δ beamformer relative to the 10-bit A/D beamformer is $-11.53$ dB.

The brightest zone, i.e. the most contrast zone is the third wire, since the fixed transmit focus is performed. Therefore the frequency spectrum comparisons in this study are performed using the main lobe of the third wire.

4.11.2 Cyst Phantom

The cyst phantom data was used to test the performance of the Σ–Δ beamformer against the 10-bit A/D beamformer. In Figure 4-25, the B-scan sector image produced by the Σ–Δ beamformer is compared with the images obtained by the 10-bit A/D beamformer. As shown in Figure 4-25, the elevated background noise in the conventional Σ–Δ beamformer degrades the image contrast resulting in less visible cysts compared to the 10-bit A/D beamformer.
Figure 4-25 Cyst phantom B-scan images, (a) 10-bit A/D beamformer, (b) 1-bit \(\Sigma-\Delta\) beamformer.

<table>
<thead>
<tr>
<th></th>
<th>10-bit A/D Beamformer</th>
<th>1-bit (\Sigma-\Delta) Beamformer</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyst-1</td>
<td>5.49</td>
<td>3.90</td>
<td>1.59</td>
</tr>
<tr>
<td>Cyst-2</td>
<td>4.81</td>
<td>4.17</td>
<td>0.64</td>
</tr>
<tr>
<td>Cyst-3</td>
<td>4.11</td>
<td>3.09</td>
<td>1.02</td>
</tr>
</tbody>
</table>

Table 4-3 CNR values in anechoic region in phantom cyst images

The CNR results shown in Table 4-3 indicate that the \(\Sigma-\Delta\) beamformers substantially decrease the contrast resolution resulting in reduced cyst detectability compared to the 10-bit A/D beamformers. The difference between the 10-bit A/D beamformer and 1-bit \(\Sigma-\Delta\) beamformer varies as a function of the depth. Since the rate of delay changes decreases as a function of range, as depth decreases, the contrast resolution degrades. Therefore, near the top of the image, close to the transducer, the sample repetition rate is high, resulting in increased background noise. Thus, the difference between the CNR values obtained from the \(\Sigma-\Delta\) beamformer and 10-bit A/D beamformer is the biggest for cyst-1.
4.12 Concluding Remarks

The major challenge in ultrasound imaging systems is to simplify the front-end hardware of the phased array system. Due to the simplified signal processing, the hardware complexity, size and power consumption of traditional phased array front-end components using 10-bit A/D beamformers at each array element can be substantially reduced by using single-bit Σ–Δ beamformers. When a Σ–Δ modulator is operated with a sampling frequency of 32 times the center frequency of the ultrasound signal, the number of bits involved in the signal processing is greatly reduced, and the need to interpolate between samples is eliminated. It then becomes feasible to achieve parallel beam formation via the duplication of hardware, which has been drastically simplified compared to the conventional case. The price of this simplicity is the need for a high speed Σ-Δ modulator. Although such high speed operation of the Σ-Δ modulator might appear to be wasteful of power, Σ-Δ modulators use significantly less power than Nyquist-rate A/Ds operating at the same speed, because they supply only a single bit of resolution at that speed. That single bit of resolution, however, is enough to provide the required delay accuracy, saving the conversion to high resolution until after the complex beamformer hardware, where it is needed at a much lower rate. Most importantly, the speed and size of the digital hardware is reduced because of the simplified signal processing and reduced number of bits being processed.

However, the repeated samples during dynamic focusing degrade the synchronization between the modulator and demodulator, which leads to an elevated noise floor in the reconstructed signal. It was concluded through software simulations using the wire-data sets that the conventional 1-bit Σ–Δ beamformers cause the noise components to be elevated at low-frequencies by almost 12 dB compared to the one obtained by 10-bit A/D beamformers. In addition, the simulation results using the cyst phantom data showed that the CNR values of the images produced by the Σ–Δ beamformers were significantly decreased as given in Table 4–3. The reduced resolution and contrast in the B-scan images reconstructed by Σ–Δ beamformers were the direct result of dynamic focusing. Therefore, in the next chapter, novel resolution and contrast improvement techniques to reduce the image artefacts caused by 1-bit Σ–Δ beamformers will be presented.
Chapter 5

Improved Digital Ultrasound $\Sigma$–$\Delta$ Beamformers

Besides the reduced size, cost and the simplified signal processing as well as the discussion in Section 4.2 $\Sigma$–$\Delta$ beamformers were shown to exhibit significant image artefacts because of the disrupted synchronization between the modulator and the demodulator due to the repeated/omitted samples in dynamic focusing. Therefore, in this chapter post-processing techniques are introduced to reduce the resulting image artefacts. First of all, the analysis of image artefacts and a detailed literature survey on resolution improving techniques are given in 5.1. In Section 5.2 band-pass reconstruction filters including IIR- (Butterworth, Chebyshev Type-II- and elliptic-filters) are applied to reduce the quantization noise at low frequencies [Alt11b]. Polyphase filters are introduced to simplify the IIR BP filter structure by involving the design issues of LP-to-BP transformed all-pass cascaded structures. For further improvements in resolution, adaptive RO filters are introduced in Section 5.3. In Section 5.4 a novel combination of the RO filters with IIR, slink- and polyphase low-pass filters are detailed [Alt11c]. Finally, adaptive band-pass reconstruction filters including BP IIR filters and hardware efficient BP polyphase filters are presented in Section 5.5. In Section 5.6 the performances of the proposed reconstruction structures are verified through simulations using the same phantom data sets as detailed in Section 4.5. The resulting B-scan images are compared with the images reconstructed by conventional
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10-bit A/D beamformers. The noise analyses in the frequency- as well as in the time-domains will show the effectiveness of the proposed reconstruction method in improving the noise performance.

5.1 Artefacts due to the Ultrasound Σ–Δ Beamformers

Besides the simplified signal processing and the hardware complexity of the phased array front-end components; the use of single-bit Σ–Δ beamformers introduces significant artefacts in the final image. The repeated/omitted samples in the dynamic focusing degrade the synchronization between the modulator and demodulator. This disrupts the Σ–Δ modulation sequence and causes distortion when recovering the signal. As a result, significant artefacts are introduced in the final image as elevated background noise level. In order to minimize the image artefacts, different correction techniques have been reported in the open literature as summarized in Table 5-1.

<table>
<thead>
<tr>
<th>Summary of publications on artefact-reduction techniques of Σ–Δ beamformers</th>
<th>Limitations</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insert Zero Technique: For each repeated sample, a null sample is inserted into the sample sequence</td>
<td>Increased signal processing complexity due to the bit growth during the beam summation</td>
<td>[Fre97], [Fre98], [Fre99]</td>
</tr>
<tr>
<td>Divide-by-two technique: The repeated sample is halved to compensate for repeated samples</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modified Σ–Δ modulator: The repeated samples are manipulated by an analogue feedback gain within the Σ–Δ modulator</td>
<td>Increased hardware complexity</td>
<td>[Fre99], [Odo90]</td>
</tr>
<tr>
<td>Non-uniform oversampling beamformers: employing different clocks at each array channel to provide exact synchronization</td>
<td>Large memory requirements</td>
<td>[Bil10], [Kar00], [Koz01], [Lie06], [Tov04]</td>
</tr>
</tbody>
</table>
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| **Insert a pair of samples +1 and -1 when delay is required** | Increased signal processing complexity | [Rig02]
| **Multiplier-less pre-delay reconstruction by applying the dynamic focusing delays to the partially reconstructed $\Sigma$–$\Delta$ modulator output signals** | Increased hardware complexity due to multiple multi-bit accumulators and a filter coefficient look-up table in each channel | [Han02] [Han04] [Han06]
| **Non-linear beamformer model is developed using pre-modulation sequence (1,1,-1,-1) for a constant input** | Increased signal processing complexity | [Ine02]
| **The FIR sub-filtering using the sparse sample processing concept: only the necessary amount of samples for display is reconstructed.** | Long FIR filter requirements—large area for high-speed adders | [Tom05]
| **Sparse sample processing with Sinc reconstruction filters** | Limited to Sinc reconstruction | [Han02]
| **Using Mathematical sample processing model for any type of reconstruction filters** | Computationally complex | [Nil06] [Nil08]
| **Sparse sample processing with IIR reconstruction filters** | | [Che09a]
| **Cascaded reconstruction using box-car filters to reduce the pre-delay quantization noise level** | Increased hardware complexity due to the required multi-bit shift registers or FIFO memory for the temporary storage of the intermediate multi-bit data, increased signal processing complexity | [Che08a] [Jeo07] [Liu09]
| **Prior to the beam summation, a partial reconstruction is used, i.e. a sampling rate less than the oversampling rate, but greater than the Nyquist rate is employed** | | [Jeo07] [Liu09]
| **$\Sigma$–$\Delta$ beamformers with multi-bit outputs** | Increased word length | [Che08b]
| **Improved spatial resolution of $\Sigma$–$\Delta$ phased arrays** | Increased number or array elements | [Kri13]
| **Input-feedforward multi-bit adder-less $\Sigma$–$\Delta$ modulators** | Increased word length Lack of dynamic beamforming application | [Jun13]
| **Utilizing sequential synthetic aperture beamforming, where the first beamforming stage is a fixed-focus beamformer.** | Integrated apodization needed. Increased signal processing complexity | [Tom13]
As shown in Table 5-1, a number of studies have worked on incorporating dynamic receive focusing in \(\Sigma-\Delta\) beamformers. Despite the reduced artefacts and high image resolution, the improvements are achieved at the expense of either increased hardware or signal processing complexity. The main problem is to reduce the image artefacts by preserving the hardware and signal processing simplicity of conventional \(\Sigma-\Delta\) beamformers. Due to the dynamic focusing, the quantization noise is folded back at low frequencies. Therefore, conventional low-pass decimators are deemed to be insufficient to achieve an output that is equivalent to 10-bits of resolution. Therefore, compared to the existing beamformers reported in the open literature (Table 5-1), which employ conventional low-pass reconstruction filters; the image artefacts are effectively reduced in the decimation stage by employing different types of reconstruction filters. It has been shown that, adaptive rank-ordered (RO) filters following the decimation filters ensure effective in-band noise level reduction resulting in a significantly improved SQNR in the final image. Therefore, different from the existing approaches, the proposed methods do not need any modification in the conventional single-bit dynamic focusing stages or the align-and-sum processes. Significant improvements in the resolution are achieved after the dynamic focusing stage without compromising the hardware simplicity of conventional \(\Sigma-\Delta\) beamformers.

As seen in Figure 5-1, reconstruction structures are proposed to reduce the demodulation artefacts without losing the advantages of \(\Sigma-\Delta\) modulators [Alt11b], [Alt11c]. Since the noise level occurred at low-frequencies, the performance of different band-pass reconstruction filters is tested. Chebyshev-II-, Butterworth- and elliptic decimation filters are used. Furthermore, the structure of BP decimation filters is simplified by utilising polyphase BP decimation filters. Secondly, novel adaptive rank-ordered filter algorithms are introduced following the conventional slink and polyphase low-pass decimation filters. Since the rank-ordered filter algorithms are adaptive to the noise components, it is proposed to use the rank-ordered filters following the decimators to reduce the demodulation error at
low-frequencies. Finally, it is proposed to employ the rank-ordered filters after the BP IIR- and polyphase decimation filters.

Figure 5-1 Proposed reconstruction structures for $\Sigma$–$\Delta$ modulator based beamformers.

### 5.2 Band-Pass Reconstruction Filters

After the delay-and-sum process, different types of band-pass decimators are used in the proposed structure to suppress the quantization noise elevated at the low-frequencies. Since the decimation filters operate at high sampling rates, the sampling rate is then decreased by 16.

#### 5.2.1 IIR Band-Pass Reconstruction Filters

IIR BP decimation filters with a bandwidth close to the signal bandwidth (~3 MHz) are applied to reconstruct the multi-bit data for the back-end processing, as shown in Figure 5-1. As seen in Figure 4-21, in order to suppress the shaped noise at high frequencies the minimum stop-band attenuation should be 50 dB. Therefore, three different computationally inexpensive filters are used to demodulate the output signals: Elliptic, Chebyshev-Type-II and Butterworth filters, whose magnitude responses are given in Figure 5-2. The first decimation filter is an eighth-order elliptic filter with a normalized transition band of 0.019, a pass-band ripple of 0.01 dB, and stop-band attenuation of 50 dB. The second filter is an eighth-order Chebyshev Type-II filter with a normalized transition band of 0.064, and a
stop-band attenuation of 50 dB. The third filter is a tenth-order Butterworth filter with a normalized transition band of 0.025.

Figure 5-2 Magnitude responses of the band-pass filters used in the decimation stage.

The corresponding band-pass decimation filters may be implemented using conventional structures, but can be further simplified by using band-pass polyphase filters.

5.2.2 Polyphase Band-Pass Reconstruction Filters

In order to simplify the hardware complexity of the IIR band-pass reconstruction filters, computationally efficient all-pass sub-filters operating in the polyphase structure are used. The Polyphase filters can simplify the Σ–Δ beamformer structure greatly so that slower and fewer multipliers and adders are needed. The sub-filters exhibit unity magnitude responses, but have differently designed phase responses [Kal94], [Kal96], [Val83]. The cut-off frequency of the overall polyphase filter is adjusted by shifting the phase of each sub-filter between consecutive branches, which add constructively in the pass-band and destructively in the stop-band. A second-order one-coefficient all-pass filter $A(z^{-2})$ that is used in polyphase structures can be designed as given in Figure 5-3 [Kal94].
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The corresponding transfer function of the one-coefficient (\(\alpha\)) all-pass filter is:

\[
A(z) = \frac{\alpha + z^{-2}}{1 + \alpha z^{-2}}
\]

(5.1)

As seen in Figure 5-3, the one coefficient all-pass structure needs one multiplier, two adders and a small memory. Therefore, the all-pass subsections greatly reduce the hardware complexity of the overall decimation filter structure. A two-path polyphase filter is formed as a sum of two parallel all-pass sub-sections with the appropriate delay in the lower branch as shown in Figure 5-4.

The resulting transfer function of the two-path half-band low-pass polyphase filter given in Figure 5-4 is [Con70]:

\[
H_{HB}(z) = \frac{1}{2} \left( A_0(z^{-2}) + z^{-1} A_1(z^{-2}) \right)
\]

(5.2)

where \(A_0(z^{-2})\) and \(A_1(z^{-2})\) are composed of cascaded one-coefficient second-order all-pass sub-filters [Kru99], [Kru03]:

\[
A_{in}(z^{-2}) = \prod_{u=1}^{U_{in}} A_{in,u}(z^{-2}) = \prod_{u=1}^{U_{in}} \frac{\alpha_{in,u} + z^{-2}}{1 + \alpha_{in,u} z^{-2}}
\]

(5.3)
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Each all-pass sub-filter $A_{in,u}(z^{-2})$ has 2 poles at $z = (-\alpha_{in,u})^{1/2}$ and 2 zeros at $z = (-\alpha_{in,u})^{-1/2}$. Thus, the overall transfer function of the half-band low-pass filter presented in Figure 5-4 becomes:

$$H_{HP}(z) = \frac{1}{2} \left( \prod_{u=1}^{U_0} \frac{\alpha_{0,u} + z^{-2}}{1 + \alpha_{0,u} z^{-2}} + z^{-1} \prod_{u=1}^{U_1} \frac{\alpha_{1,u} + z^{-2}}{1 + \alpha_{1,u} z^{-2}} \right)$$

(5.4)

The order of the filter is $in = 2(U_0 + U_1) + 1$, where $U_0$ and $U_1$ are the number of cascaded all-pass sub-filters in the upper and lower branches respectively. By proper choice of the sub-filter coefficients ($\alpha$'s), the phase shift of each branch of the two-path polyphase structure can be designed to match or to differ by multiples of $\pi$ at certain regions $[\text{Kru99}]$. The transfer function of a two-coefficient half-band low-pass polyphase filter becomes:

$$H_{HP}(z) = \frac{1}{2} \left( \frac{\alpha_0 + z^{-2}}{1 + \alpha_0 z^{-2}} + z^{-1} \frac{\alpha_1 + z^{-2}}{1 + \alpha_1 z^{-2}} \right)$$

(5.5)

Design techniques of two-path half-band polyphase filters with a single coefficient per second-order stage are detailed in the studies $[\text{Val83}]$, $[\text{Har91}]$. According to the straightforward algorithm reported in $[\text{Val83}]$, the filter coefficients $\alpha_0$ and $\alpha_1$ can be computed according to the parameters: stop-band attenuation $d_\nu$ and transition band $\omega_\nu$. For the required $\omega_\nu$, the following parameters should be computed first $[\text{Val83}]$.

$$p = \tan^2 \left( \frac{\pi}{2} (0.5 - \omega_\nu) \right)$$

(5.6)

$$e_p = \frac{1 - \frac{3}{2} \sqrt{1 - p^2}}{2 + \frac{3}{2} \sqrt{1 - p^2}}$$

(5.7)

$$q_p = e_p + 2e_p^5 + 15e_p^9 + 150e_p^{13}$$

(5.8)
The filter order \( in \) is related to the number of filter coefficients \( U \) by: \( i = 2U + 1 \). Using the parameters computed in (4.15), (4.16) and (4.17), the required number of filter coefficients is determined for the specified stop-band attenuation [Val83].

\[
U = 2 \log_q \left( \frac{1}{4} \frac{d_i^2}{1 - d_i^2} \right) - 1 \tag{5.9}
\]

Using the parameters \( q_p \) and \( in \), the analogue frequencies \( \omega_i \) and the analogue filter coefficients \( a_i \) are computed as:

\[
\omega_i = \frac{2q^{1/4} \sum_{o=0}^{\infty} (-1)^o q^{o+1} \sin[(2o + 1)\pi i/in]}{1 + 2 \sum_{o=1}^{\infty} (-1)^o q^o \cos[2o\pi i/in]} \tag{5.10}
\]

\[
a_i = \frac{\left[(1-\omega_i^2 p)(1-\omega_i^2 l p)\right]^{1/2}}{1+\omega_i^2} \tag{5.11}
\]

The digital filter coefficients are computed using:

\[
a_{in} = \frac{1-a_i}{1+a_i} \tag{5.12}
\]

The odd-indexed coefficients are used in the all-pass filters in the upper branch and the even-indexed coefficients are used in the all-pass filters in the lower branch. Using the coefficients computed by (4.21), a half-band low-pass polyphase prototype filter can be designed. For a stop-band attenuation of 50 dB and a normalized transition band of 0.25, the filter coefficients are calculated as:

\[
a_0 = 0.138024994073021, \ a_1 = 0.584683257487319.
\]

The filter structure is shown in Figure 3-24.
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As seen in Figure 5-6a, the phase responses of $A_0(z^{-2})$ and $A_1(z^{-2})z^{-1}$ overlap (in-phase) at low frequencies and are displaced by $\pi$ (out-of-phase) for high frequencies [Kru99]. Therefore, the phase difference of the upper- and lower-branches becomes $\pi/2$ at the half-band frequency. As a result, the half-band prototype filter having the magnitude response given in Figure 5-6b is obtained.

![Diagram of Two-coefficient half-band low-pass polyphase prototype filter](a)
As seen in Figure 5-5, the two-path polyphase structure has a five-to-one savings in multiplications in comparison to the equivalent elliptic filter. As a result, a fifth-order half bandwidth two-path polyphase filter requires only two coefficients as opposed to the direct implementation which requires ten [Har91], [Kru99].

In order to design a hardware efficient band-pass filter, the prototype low-pass polyphase filter given in Figure 5-5 is transformed to a band-pass filter using the LP-to-BP frequency transformation [Con70], [Kru99], [Kru03]. Therefore, an all-pass mapping filter is computed which changes the prototype low-pass filter with a cutoff frequency at $\omega_0 = 0.5$ to the band-pass filter with cut-off frequencies at $\omega_1 = 0.017$ and $\omega_2 = 0.045$. Using the mapping filter, the low-pass prototype filter coefficients are mapped to the desired band-pass filter coefficients. The resulting tenth-order band-pass filter can be designed as transformed cascaded all-pass sections with the transfer functions given in (4.22) and (4.23).

$$A(z^{-4}) = \frac{\alpha_0 + \alpha_1 z^{-1} + \alpha_2 z^{-2} + \alpha_3 z^{-3} + z^{-4}}{1 + \alpha_3 z^{-1} + \alpha_2 z^{-2} + \alpha_1 z^{-3} + \alpha_0 z^{-4}}$$  \hspace{1cm} (5.13)
\[ A(z^{-2}) = \frac{\alpha_0 + \alpha_1 z^{-1} + z^{-2}}{1 + \alpha_1 z^{-1} + \alpha_0 z^{-2}} \]  

(5.14)

The transformed filter structure is composed of cascaded all-pass filters as shown in Figure 5-7 and Figure 5-8.

Figure 5-7 LP-to-BP transformed polyphase filter structure

The corresponding filter coefficients \( \beta \)'s are given in Table 5-2.
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<table>
<thead>
<tr>
<th>$A_0(z^{-1})$</th>
<th>$A_1(z^{-1})$</th>
<th>$A_2(z^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = 0.876096221155215$</td>
<td>$\beta_0 = 0.955317161717164$</td>
<td>$\beta_3 = -0.916295855648072$</td>
</tr>
<tr>
<td>$\beta_0 = -3.607536678270576$</td>
<td>$\beta_1 = -3.844005881224662$</td>
<td>$\beta_4 = 1.90905296171167$</td>
</tr>
<tr>
<td>$\beta_0 = 5.585906422853115$</td>
<td>$\beta_2 = 5.821779591677784$</td>
<td>$\beta_5 = -3.933035762634492$</td>
</tr>
<tr>
<td>$\beta_0 = -3.854413089001439$</td>
<td>$\beta_3 = -3.933035762634492$</td>
<td>$\beta_6 = -3.916295855648072$</td>
</tr>
</tbody>
</table>

Table 5-2 Coefficients of allpass sections

The resulting magnitude response of the tenth-order IIR band-pass filter with the filter coefficients given in Table 5-2 of cascaded all-pass sections with a normalized bandwidth of 0.0280 is given in Figure 5-9.

![Magnitude Response (dB)](image)

Figure 5-9 Magnitude response of the band-pass filter used in the decimation stage

As seen in Figure 5-9, the magnitude response of the resulting BP polyphase filter has a normalized bandwidth of 0.028. This very narrow pass-band with an stop-band attenuation of 70dB is designed to assure sufficiently suppression of the out-of band noises of the ultrasound signal with an operating frequency of 3.5MHz at a sampling rate of 222MHz.
Implementation of IIR filters as cascaded all-pass filters have important advantages over conventional IIR filter implementations. As seen in Figure 5-8, the use of all-pass filter sections will halve the number of coefficients, thus greatly reducing the hardware complexity of the reconstruction filter compared to the standard implementation of the IIR filters. Due to the two-to-one savings in multiplications; a tenth order two-path band-pass polyphase filter requires only ten coefficients as opposed to the direct implementation which requires ten coefficients for the numerator and 9 coefficients for the denominator. The second is that all-pass structures exhibit unity gain to all internal states hence do not require extended precision registers to store intermediate results as do cascade second-order IIR implementations [Har91].

5.2.3 Simulation Results

The performance of the proposed IIR- and polyphase-BP reconstruction filters can be evaluated quantitatively by comparing the frequency spectrums of a single beam line lying at the centre of the main lobe of the third wire as discussed in Section 4.8.
Figure 5-10 Frequency spectrum of a single beam-line of the third wire produced $\Sigma$–$\Delta$ beamformer (grey line) with, (a) elliptic–(b) Butterworth–, BP reconstruction filters (black line)

Figure 5-11 Frequency spectrum of a single beam-line of the third wire produced by $\Sigma$–$\Delta$ beamformer (grey line) reconstructed by polyphase BP reconstruction filters (black line)
As seen in Figure 5-10 and Figure 5-11, using band-pass IIR and band-pass polyphase reconstruction filters reduce the increased noise floor at the low frequencies level in the conventional $\Sigma$–$\Delta$ beamformer to more than $-70$ dB. The BP reconstruction filters significantly suppress the in-band as well as out-of-band noise components as obtained by 10-bit A/D beamformers as given in Figure 4-23.

### 5.3 Adaptive Reconstruction Filters

Due to the $1/r$ dependency (4.3), the sample delays are changing rapidly in order to focus the beams to a short-range distance. Therefore, as the focusing depth decreases, more quantization noise is introduced at the lower frequencies. As seen in Figure 5-12, for conventional $\Sigma$–$\Delta$ beamformers; the noise floor around the 1st wire (35mm) is almost 10 dB higher than that of the 2nd wire (49mm) and 20 dB higher than that of the 3rd wire (65mm). As a result, more image artefacts are observed in the final image close to the transducer (Figure 5-27).

![Figure 5-12 Lateral PSF of conventional $\Sigma$–$\Delta$ beamformers at different depths](image)

Since the SQNR of the final image is directly related to the sample repetition rate, which is dynamically changing along the imaging depth, an adaptive rank-order filter is required following the decimation filters in order to suppress the in-band noise level significantly. Thus, after the delay-and-sum process, the novel combinations of decimation filters with adaptive rank-ordered filters are applied to reconstruct the multi-bit data for the back-end processing.
Since the proposed rank-ordered filter is employed after the decimation filter, the filter algorithm is performed at the reduced sampling rate (Nyquist sampling rate), thereby reducing the processor and processing demands put on the overall processing budget. Hence, the memory and processing requirement for sorting the data will be greatly reduced.

5.3.1 Rank-Ordered Filters

In the rank-ordered filter algorithm, a digital signal is represented as successive sets of data, \( s \). For each data set, a change of gradient is used to determine the threshold value to differentiate between the signal and noise components. Samples in each data set are considered as a composite signal containing both the signal and the noise, where the elements having the lower gradient than the threshold values are considered as noise. As shown in Figure 5-13, the original signal therefore can be processed to suppress these elements which have been identified as noise \([\text{Che09b}], [\text{Sum92}]\). The algorithm process can be summarized as given in the block diagram in Figure 5-14.

---

**Figure 5-13 Rank ordered algorithm \([\text{Sum92}]\)**

In order to determine the optimum size of \( s \), the maximum repetition rate in the whole scanning area can be used. As given in (4.2), the maximum sample repetition rate can be obtained using the time difference between two consecutive times of arrivals, \( \tau_{\eta_1} \) and \( \tau_{\eta_2} \). Since at each sampling period the beam line is focused to a new focus point, \( \frac{\Delta r}{2c} = T \). Therefore, (4.2) becomes \([\text{Che08a}]\)
\[ 
\tau'_{\eta 1} = -\frac{x_{\eta} \sin \theta_0}{c} + \frac{x_{\eta}^2 \cos^2 \theta_0}{2c r_0} 
\]  
(5.15)

\[ 
\tau'_{\eta 2} = \frac{\Delta r}{c} - \frac{x_{\eta} \sin \theta_0}{c} + \frac{x_{\eta}^2 \cos^2 \theta_0}{2c (r_0 + \Delta r)} 
\]  
(5.16)

\[ 
\Delta \tau'_r = \frac{\Delta r}{c} \left( 2 - \frac{x_{\eta}^2 \cos^2 \theta_0}{2r_0 (r_0 + \Delta r)} \right) 
\]  
(5.17)

\[ 
\Delta \tau'_\eta = T \left( 1 - \frac{x_{\eta}^2 \max}{4r_0^2} \right) = T \left( 1 - \frac{1}{16f_{\text{num}}^2} \right) 
\]  
(5.18)

Figure 5-14 Rank-ordered algorithm process

where \( f_{\text{num}} \) is equal to \( R/2 \times \eta_{\text{max}} \). As a result, the minimum sample number between the two sample repetitions can be obtained as \([\text{Che08a}]\):

\[ 
s = \frac{T}{T - \Delta \tau} = 16f_{\text{num}}^2 
\]  
(5.19)
For $f_{num} = 2$, the maximum repetition rate is 64, i.e. samples will be repeated every 64 samples. Therefore, in order to suppress the noise contributed by the sample repetition, the size of the block data is taken as 64. For best performance, each data block of size 64 is windowed by a Hanning window and overlapped in an attempt to prevent any spectral leakage. The power spectrum of each data block is ordered in an ascending sequence by simultaneously keeping the initial order of the spectrum. The points are determined where there is a significant change in the gradient in order to discard or suppress any frequency content which has a magnitude less than the knee point values. The knee point is determined by a novel technique which looks at the spectrum’s gradient change [Che09b]. After the noise components are filtered from the signal, the filtered spectrum is put back into its original order by overlapping the data blocks to retain the continuity of the signal. The algorithm is adaptive because each block of data might have a different threshold value due to the beam line spectrum.

### 5.4 Adaptive Low-Pass Reconstruction Filters

#### 5.4.1 Adaptive LP IIR Reconstruction Filters

The IIR reconstruction filters can simplify the $\Sigma$–$\Delta$ beamformer structure by 8 times compared to the $\Sigma$–$\Delta$ beamformers that utilise the FIR reconstruction filters [Che09a]. Because the signal band is very narrow compared to the sampling frequency, the phase within the signal band can be mostly linear even for IIR filters. Therefore, the shaped noise at the high-frequencies due to the noise-shaping function of the $\Sigma$–$\Delta$ modulators can be suppressed using IIR low-pass decimation filters after the beam sum. Since the rank-ordered filters suppress the high frequency noise as well, low-order low-pass filters are adequate in the decimation stage, which further simplifies the hardware complexity. Therefore, in this study, a fourth-order low-pass elliptic filter with a normalized bandwidth of 0.045 is used as shown in Figure 5-15. After the decimation filter, the low-frequency components are suppressed using adaptive the RO technique.
5.4.2 Adaptive Low-Pass Slink Reconstruction Filters

The quantization noise at the high-frequencies can be also suppressed using hardware efficient slink filters, whose block diagram is given in Figure 5-16 \[\text{Hog81}\]. A slink-filter of length R is a FIR filter with all R coefficients equal to one \[\text{Par98}\].

\[
H(z) = H_A(z)H_D(z) = \frac{(1 - z^{-R})^N}{(1 - z^{-1})^N}
\] (5.20)

A single slink-filter stage usually does not have enough stop-band attenuation in the region of interest to prevent aliasing after decimation. However, cascaded slink-filters can be used to give enough stop-band attenuation. Therefore, in the reconstruction filter, a three-stage cascaded slink filter with the transfer function of \(H(z) = \frac{(1 - z^{-16})^3}{(1 - z^{-1})^3}\) is used.
The corresponding low-pass slink decimation filter can be implemented using a conventional three-stage structure as shown in Figure 5-17 [Hog81].

![Three-stage structure slink-filter](image)

Figure 5-17 Three-stage structure slink-filter

This realization needs six registers, six adders and no multipliers. The resulting spectrum is given in Figure 5-18.

![Magnitude response of the slink filter used in the decimation stage](image)

Figure 5-18 Magnitude response of the slink filter used in the decimation stage.

Since no multipliers and no storage for filter coefficients are required, using slink filters greatly reduce the hardware complexity of the reconstruction filters. In addition, compared to the equivalent implementation using cascaded uniform FIR filters, the intermediate storage is also reduced by using integrators at the high sampling rate and differentiators at the low sampling rate [Par98].

5.4.3 Adaptive Low-Pass Polyphase Reconstruction Filters

As detailed in Section 5.2.2 polyphase filter structures can be used in order to simplify the hardware implementation of IIR filters. Using the LP-to-LP frequency transformation, the cut-off frequency of a half-band low-pass prototype filter can be moved to the desired
frequency [Con70], [Kru99]. The transformation is performed by substituting every first-order delay of the prototype filter with the first-order all-pass filter [Kru99]. Therefore, the transformation does not increase the order of the overall filter, but now the second-order sub-filter sections are composed of two coefficients instead of one. The coefficients of the resulting frequency transformed filter can be computed using the parameter $\beta$ [Kru99]:

$$
\beta_0 = \frac{\alpha + \gamma^2}{1 + \gamma^2}
$$

$$
\beta_1 = -\frac{2\gamma(\alpha + 1)}{1 + \gamma^2}
$$

where,

$$
\gamma = \frac{\sin \pi (v_{old} - v_{new})}{\sin \pi (v_{old} + v_{new})}
$$

The corresponding transfer function of the second-order all-pass filter, $A(z)$ can be written as:

$$
A(z^{-2}) = \frac{\beta_0 + \beta_1 z^{-1} + \beta_2 z^{-2}}{1 + \beta_1 z^{-1} + \beta_0 z^{-2}}
$$

The half-band low-pass polyphase filter having a stop-band attenuation of 50 dB and a normalized transition band of 0.25 as designed in Section 5.2.2 is used as a prototype filter. Using the LP-to-LP frequency transformation, the cut-off frequency of the prototype filter is moved to 0.055 [Con70], [Kru03]. The resulting 5th-order IIR LP filter can be designed as cascaded all-pass sections as shown in Figure 4-41. The coefficients of the LP-to-LP transformed second-order all-pass sections are given in Table 4-6.
Figure 5-19 LP-to-LP transformation filter implemented by second-order all-pass filters

<table>
<thead>
<tr>
<th></th>
<th>( A_i(z^{-2}) )</th>
<th>( A_0(z^{-2}) )</th>
<th>( A_3(z^{-2}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_0 )</td>
<td>0.773238877297939</td>
<td>0.915253510356223</td>
<td>-0.843272067211630</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-1.747783315316791</td>
<td>-1.887759270822757</td>
<td>( \beta_4 )</td>
</tr>
</tbody>
</table>

Table 5-3 Coefficients of all-pass sections

The magnitude responses of the prototype filter and the resulting fifth-order IIR low-pass filter are shown in Figure 5-20.
Compared to the equivalent elliptic filter implementation, the use of all-pass filters sections $A(z)$, will halve the number of coefficients, thus reducing the hardware complexity.

However, regardless of the decimation filter type, the elevated noise level at low-frequencies cannot be suppressed completely using non-adaptive filters. Therefore, in order to reconstruct the $\Sigma-\Delta$ modulator outputs properly, after the proposed low-pass decimation filters, the proposed adaptive rank-ordered filters are applied to suppress the undesirable low-frequency noise components.

### 5.4.4 Simulation Results:

Since the sample repetition rate during the dynamic focusing is dependent on the focusing depth, especially for focus ranges close to the transducer, the in-band noise level can not be suppressed efficiently by employing conventional LP reconstruction filters. The PSF produced by $\Sigma-\Delta$ beamformers utilizing Slink low-pass reconstruction filters and the proposed adaptive Slink low-pass reconstruction filters are shown in Figure 5-21.
As seen from Figure 5-21, the rapidly changing delay samples to focus the beams to short ranges cause the background noise level to increase more when it is close to the transducer compared to when it is far away from the transducer, especially for depth ranges shorter than 50mm. Therefore, as seen in Figure 5-21, for the shorter ranges, the reconstruction error as elevated noise floor, is greatly reduced by using the proposed adaptive rank-order filters. In addition, the frequency spectrum after the reconstruction filters at the Nyquist rate (13.89 MHz) is given in Figure 5-22. Conventional sigma-delta beamformers employing slink filters are compared with adaptive slink filter in the reconstruction stage. The frequency spectrum of the single beam line of the third wire reconstructed by adaptive elliptic filters and adaptive polyphaser filters are given in Figure 5-23 a and b, respectively.

Figure 5-21 Axial PSF of the 3rd wire
Figure 5-22 Frequency spectrum of a single beam-line, conventional Σ–Δ beamformer with LP-slink-reconstruction filters, and with adaptive LP-slink-reconstruction filters.
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As seen, the increased noise floor at the low frequencies cannot be sufficiently suppressed using low-pass reconstruction filters. However, Figure 5-22 and Figure 5-23 demonstrate that the in-band noise level by a single-bit $\Sigma$–$\Delta$ beamformer utilizing an adaptive reconstruction filter is greatly suppressed to -70 dB, which is nearly equivalent to that achieved by a 10-bit A/D beamformer.

5.5 Adaptive Band-Pass Reconstruction Filters

Adaptive rank-ordered filters following the band-pass decimators given in Section 5.2 are employed to provide sufficient suppression of the low-frequency quantization noise level. The noise analyses in the time-domain have shown the effectiveness of the proposed reconstruction method in improving the noise performance.
Figure 5-24 Lateral PSF of BP polyphase reconstruction filters for depth 35mm (1st wire), (a) before RO filter, (b) after RO filter (adaptive)

The PSF produced by Σ–Δ beamformers utilizing band-pass polyphase reconstruction filters with and without adaptive rank-ordered filters are given in Figure 5-24. As seen from the figures, using band-pass decimation filters, the increased noise floor at the low
frequencies is suppressed sufficiently but not completely for the short focusing ranges (Figure 5-24b). However, as indicated in Figure 5-24 b, the in-band noise level is further suppressed by utilizing the rank-ordered filters after the band-pass decimator.

Figure 5-25 shows the comparison of the frequency spectrum of the main lobe of the single beam line for the first-, third- and sixth-wire produced by Σ–Δ beamformers with conventional (LP slink filters) and adaptive BP elliptic reconstruction filters.
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Figure 5-25 Frequency spectrum of a single beam-line for first-, third- and sixth-wire reconstructed by (a), (c), (e) conventional reconstruction filters and (b), (d), (f) adaptive BP elliptic filters.

Figure 5-26 Frequency spectrum of a single beam-line reconstructed by adaptive BP polyphase filter, for the first-wire.
As seen in Figure 5-25 and Figure 5-26, BP Elliptic Filters and BP polyphase filters in combination with adaptive RO filters suppress the demodulation error for all the three wires successfully. However as seen in Figure 5-25a, Figure 5-25e, as the focusing range is close to the transducer or far away from the transducer, the quantization noise level increase to -40dB, which is reduced to -60dB by adaptive BP elliptic- and polyphase filters. In addition, as given in Figure 5-25c the noise level of the third wire is at -55dB, which is suppressed to -80dB by adaptive BP elliptic filters.

5.6 B-Scan Images and Simulation Results

The performances of the proposed reconstruction techniques detailed in Sections 5.2 5.4 and 5.5 are compared using the B-scan images using wire- and cyst-phantom data sets. The simulation results have illustrated that the proposed methods achieve significant improvement in resolution and thus provide similar high quality B-scan images as the ones obtained by conventional 10-bit A/D beamformers.

5.6.1 Wire Phantom

The B-scan images obtained by the 10-bit A/D beamformer, conventional single-bit $\Sigma$–$\Delta$ beamformer and the proposed adaptive LP- and BP-reconstruction filters are given in Figure 5-27.
Figure 5-27 Wire phantom B-scan images, (a) 10-bit A/D beamformer, (b) conventional $\Sigma$–$\Delta$ beamformer, (c) $\Sigma$–$\Delta$ beamformer with BP polyphase-reconstruction filters, (d) $\Sigma$–$\Delta$ beamformer with adaptive LP slink-reconstruction filters, (e) $\Sigma$–$\Delta$ beamformer with adaptive BP polyphase- 
(f) $\Sigma$–$\Delta$ beamformer with adaptive BP elliptic- reconstruction filters.

As given in Figure 5-27-b, the reconstruction error causes the background noise to be elevated resulting in significant degradation in the image quality. The noisy background is greatly improved by using BP decimation filters (Figure 5-27-c). However, the rapidly changing delay samples to focus the beams to short ranges cause the background noise level to increase more when it is close to the transducer (top of the image) compared to when it is far away from the transducer (bottom of the image). Therefore, as seen in Figure 5-27-d-f, the resolution is further improved by the combination with the adaptive rank-order filters. The RO algorithm following the decimation filters achieve high quality B-scan images as obtained by 10-bit A/D beamformers.
The SQNR values are used in order to compare quantitatively the performances of the corresponding beamformer structures. These are calculated before the logarithmic compression stage as detailed in Section 4.8.

<table>
<thead>
<tr>
<th>BEAMFORMER STRUCTURES</th>
<th>SQNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional $\Sigma-\Delta$ Beamformer LP-reconstruction</td>
<td></td>
</tr>
<tr>
<td>Elliptic filters</td>
<td>-10.0382</td>
</tr>
<tr>
<td>Polyphase filters</td>
<td>-9.9119</td>
</tr>
<tr>
<td>Slink filters</td>
<td>-11.5194</td>
</tr>
<tr>
<td>$\Sigma-\Delta$ Beamformer Adaptive LP-reconstruction</td>
<td></td>
</tr>
<tr>
<td>Adaptive elliptic filters</td>
<td>-1.2758</td>
</tr>
<tr>
<td>Adaptive polyphase filters</td>
<td>-1.8481</td>
</tr>
<tr>
<td>Adaptive slink filters</td>
<td>-2.4450</td>
</tr>
<tr>
<td>$\Sigma-\Delta$ Beamformer BP-reconstruction</td>
<td></td>
</tr>
<tr>
<td>Butterworth filters</td>
<td>-7.9919</td>
</tr>
<tr>
<td>Chebyshev filters</td>
<td>-7.7119</td>
</tr>
<tr>
<td>Elliptic filters</td>
<td>-7.9227</td>
</tr>
<tr>
<td>Polyphase filters</td>
<td>-7.9443</td>
</tr>
<tr>
<td>$\Sigma-\Delta$ Beamformer Adaptive BP-reconstruction</td>
<td></td>
</tr>
<tr>
<td>Adaptive Butterworth filters</td>
<td>-2.5745</td>
</tr>
<tr>
<td>Adaptive Chebyshev filters</td>
<td>-1.7234</td>
</tr>
<tr>
<td>Adaptive elliptic filters</td>
<td>-0.9574</td>
</tr>
<tr>
<td>Adaptive polyphase filters</td>
<td>-1.1816</td>
</tr>
</tbody>
</table>

Table 5-4 Relative SQNR values for proposed reconstruction structures
The simulation results have shown that the proposed reconstruction filters effectively reduce the image artefacts and provide high quality B-scan images comparable to the ones obtained by 10-bit A/D beamformers. Since the rank-ordered filters manage to sufficiently suppress the quantization noise at the low as well as at the high frequencies, the hardware complexity of the decimation filters is greatly reduced. The calculated SQNR values of the conventional Σ–Δ beamformer relative to the 10-bit A/D are given in Table 5-4. Σ–Δ beamformers employing LP reconstruction filters have an increased noise power by almost 10 dB less than the one produced by 10-bit A/D beamformers. When the adaptive RO filters are applied to conventional LP reconstruction filters, nearly 1.5 bit improvement is achieved, so that an almost -1.2 dB relative SQNR is obtained. As seen in Table 5-4, compared to slink LP filters, elliptic- and polyphase filters achieve more than 1 dB improvement. As seen in Figure 5-27c, BP reconstruction filter without RO filters can greatly suppress the background noise for the image depths far from the transducer. However, the quantization noise level at the top of the image could not be suppressed sufficiently using the BP reconstruction filters. Therefore, the overall relative SQNR values of conventional Σ–Δ beamformers are improved by almost 2 dB by employing BP reconstruction filters. When RO filters are applied to the BP reconstruction filter output, the noise elevation for close ranges is sufficiently reduced so that an additional 7 dB SQNR improvement is achieved. BP decimators followed by adaptive RO filters achieve the high quality images as obtained by 10-bit A/D beamformers. Compared to Chebyshev- and Butterworth BP filters, BP elliptic- and polyphase filters achieve almost 1 dB better resolution. The adaptive BP-elliptic filters achieve the best result among the proposed reconstruction filters so that there is less than 1 dB difference to the 10-bit A/D beamformers.

5.6.2 Cyst Phantom

The cyst-phantom B-scan images reconstructed by the conventional Σ–Δ beamformer are compared with the images generated by the Σ–Δ beamformer employing the proposed filters. As shown in Figure 5-28a, the increased background noise in the conventional Σ–Δ beamformer degrades significantly the contrast of the image, and hence masks the fine details of the cyst regions. The images obtained by the proposed structure are consistent with those obtained using wire data sets. As indicated in Figure 5-28, the proposed adaptive
LP and BP reconstruction filters significantly reduce the background noise resulting in a high quality image with significantly improved contrast resolution.

Figure 5-28 Cyst phantom B-scan images, (a) conventional LP-, (b) adaptive LP-, (c) BP-polyphase-, (d) adaptive-BP-polyphase-, (e) adaptive BP-elliptic reconstruction filter.
### Table 5-5 CNR values of cyst images obtained by different reconstruction structures

<table>
<thead>
<tr>
<th>BEAMFORMER STRUCTURE</th>
<th>Cyst-1</th>
<th>Cyst-2</th>
<th>Cyst-3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>10-bit A/D Beamformer</strong></td>
<td>5.50</td>
<td>4.81</td>
<td>4.11</td>
</tr>
<tr>
<td><strong>Conventional Σ–Δ Beamformer LP-reconstruction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elliptic filters</td>
<td>4.09</td>
<td>4.37</td>
<td>3.30</td>
</tr>
<tr>
<td>Polyphase filters</td>
<td>4.12</td>
<td>4.40</td>
<td>3.37</td>
</tr>
<tr>
<td>Slink filters</td>
<td>3.09</td>
<td>4.18</td>
<td>3.09</td>
</tr>
<tr>
<td><strong>Σ–Δ Beamformer Adaptive LP-reconstruction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptive elliptic filters</td>
<td>5.26</td>
<td>4.81</td>
<td>3.92</td>
</tr>
<tr>
<td>Adaptive polyphase filters</td>
<td>5.25</td>
<td>4.81</td>
<td>4.09</td>
</tr>
<tr>
<td>Adaptive slink filters</td>
<td>5.17</td>
<td>4.81</td>
<td>4.11</td>
</tr>
<tr>
<td><strong>Σ–Δ Beamformer BP-reconstruction</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Butterworth filters</td>
<td>4.57</td>
<td>4.55</td>
<td>3.56</td>
</tr>
<tr>
<td>Chebyshev filters</td>
<td>4.59</td>
<td>4.56</td>
<td>3.49</td>
</tr>
<tr>
<td>Elliptic filters</td>
<td>4.56</td>
<td>4.58</td>
<td>3.52</td>
</tr>
<tr>
<td>Polyphase filters</td>
<td>4.56</td>
<td>4.58</td>
<td>3.52</td>
</tr>
<tr>
<td><strong>Σ–Δ Beamformer Adaptive BP-decimation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adaptive Butterworth filters</td>
<td>5.37</td>
<td>4.81</td>
<td>4.08</td>
</tr>
<tr>
<td>Adaptive Chebyshev filters</td>
<td>5.47</td>
<td>4.79</td>
<td>4.11</td>
</tr>
<tr>
<td>Adaptive Elliptic filters</td>
<td>5.50</td>
<td>4.81</td>
<td>4.11</td>
</tr>
<tr>
<td>Adaptive Polyphase filters</td>
<td>5.31</td>
<td>4.81</td>
<td>4.11</td>
</tr>
</tbody>
</table>

The CNR results for various reconstruction structures are given in Table 5-5. The CNR results show that the band-pass decimation filters significantly reduce the background noise level resulting in improved contrast resolution compared with the conventional Σ–Δ beamformers with low-pass non-adaptive reconstruction filters. The contrast resolutions are further improved by applying the adaptive rank-ordered technique following the band-pass decimation filters. The simulation results have shown that the proposed adaptive low-
pass and band-pass reconstruction structures provide effectively improved cyst contrast resulting in high quality B-scan images comparable to those attained by 10-bit A/D beamformers. BP reconstruction filters significantly increase the cyst detectability compared to conventional LP reconstruction filters. As concluded with wire-data results, using adaptive RO filters following the LP- and BP-reconstruction filters significantly improve the contrast resolution.

The proposed beamformer performance can be compared with the existing beamformers using the same experimental data sets [Fre97], [Fre99], [Kar99], [Koz01]. The B-scan images obtained by two different digital beamforming approaches: one-bit Σ–Δ beamformer with 2X compensation [Fre97], [Fre99] and the non-uniform one-bit oversampling Σ–Δ beamformer [Kar99], [Koz01] are compared with those obtained by the proposed beamformer. The comparisons have shown that the proposed Σ–Δ beamformer methods provide increased SQNR values resulting in improved image quality with significantly reduced noise levels. The relative SQNR for the one-bit Σ–Δ beamformers employing 2X compensation is −2.4 dB and for the non-uniform oversampling structure is −1.5 dB. On the other hand, the SQNR of the proposed beamformer employing adaptive BP polyphase, adaptive LP elliptic and adaptive BP elliptic-reconstruction filters achieve −1.18 dB, −1.27 dB and −0.95 dB respectively. Besides the increased image quality, in the proposed structure the hardware simplicity of the conventional Σ–Δ beamformers are completely preserved. In the Σ–Δ beamformer with 2X compensation the improvements are achieved at the expense of increased hardware complexity via additional feedback control in the Σ–Δ modulator circuitry in each of the 128-channels [Fre97], [Fre99]. In addition, in the non-uniform one-bit oversampling Σ–Δ beamformer, signal processing is dramatically increased via non-uniform control requirements at different clocks in each of the 128-channels [Kar99], [Koz01]. In the proposed method, the Σ–Δ modulator structure and align-and-sum phase do not need to be modified, as the noise components are suppressed in the reconstruction stage via proposed reconstruction filters after the beam summation. The conventional Σ–Δ modulators employed in each of the 128-channels remain unchanged, resulting dramatically in simplified hardware- and signal processing complexity compared to existing methods.
The hardware complexity of the proposed reconstruction filters are given in Table 5-6.

<table>
<thead>
<tr>
<th>Reconstruction Filters</th>
<th>Number of Adders</th>
<th>Number of Multipliers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LP-reconstruction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elliptic filters (fourth-order)</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Polyphase filters (fifth-order)</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Slink filters (three-stages)</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td><strong>BP-reconstruction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Butterworth filters (tenth-order)</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td>Chebyshev filters (eighth-order)</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>Elliptic filters (eighth-order)</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>Polyphase filters (tenth-order)</td>
<td>14</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5-6 Number of adders and multipliers used in the reconstruction filter implementations

A polyphase filter architecture designed as a cascaded all-pass filter structure reduces the hardware complexity by requiring fewer adders and multipliers as shown in Table 5-6. Slink and polyphase filter structures ensure high quality images as obtained by IIR filters. They also have less hardware requirements in terms of the number of adders and multipliers.

5.7 Concluding Remarks

The repeated samples during dynamic focusing degrade the synchronization between the modulator and demodulator, which leads to an elevated noise floor in the reconstructed signal. As a result, the increased in-band noise level causes severe image artefacts as a snowy background. Therefore, recent interest in ultrasound image formation has focused on suppressing the background noise level caused by $\Sigma$–$\Delta$ beamformers. Many different techniques have been reported in the open literature to reduce the reconstruction error and improve the image quality (Table 5-1). However, the improvements are achieved at the expense of either increased hardware- or signal processing complexity. In this chapter,
novel reconstruction methods to reduce the image artefacts produced by $\Sigma$–$\Delta$ beamformers by completely preserving the hardware simplicity of single-bit $\Sigma$–$\Delta$ modulators were presented. Since, the noise level is elevated at low-frequencies, the conventional low-pass reconstruction filters are deemed to be insufficient to suppress the in-band noise level. Therefore, different from the existing methods in the open literature, the improvements in resolution are achieved in the demodulation stage after the delay-and-sum process. As a result, the conventional structure of the second-order $\Sigma$–$\Delta$ modulator was completely preserved and the dynamic delays were applied via the traditional delay-and-sum approach. The performance of the proposed methods had been evaluated by means of simulations using experimental data acquired from two different phantoms. Firstly, BP reconstruction filters were proposed to reduce the in-band noise level. The simulation results demonstrated that the BP decimation filters provided improved image quality compared to the one constructed by conventional LP reconstruction filters. However, due to the sample repetition rate during the delay-and-sum process, the noise components at the low-frequencies are dynamically changing along the scan depth. Therefore, the image resolution was further improved by combining the LP decimation filters with adaptive rank-ordered filters. It was verified that the proposed rank-ordered filters following the LP reconstruction filters significantly reduce the noise level and achieve high quality image as generated by a 10-bit A/D beamformer. Moreover, further resolution improvements were obtained by employing rank-ordered filters in combination with BP decimation filters. As seen in Table 5-4 and Table 5-5, the best results in terms of the SNR and CNR values were obtained by adaptive BP elliptic filters. Therefore, finally, the hardware complexity of the BP reconstruction filters were greatly simplified by using polyphase filters as cascaded all-pass filter structures as shown in Table 5-6.

Since the image artefacts are reduced at the reconstruction stage, a $\Sigma$–$\Delta$ beamformer structure does not require any hardware modification in the modulator structure or in the delay-and-sum process. As a result, the advantages of the conventional single-bit $\Sigma$–$\Delta$ beamformers are completely preserved. In addition, only a single adaptive reconstruction filter is required per beam sum to achieve high quality B-scan images as the ones obtained by 10-bit A/D beamformers. Therefore, the simplicity of the proposed hardware efficient reconstruction methods makes it suitable for cost-efficient, portable, lightweight ultrasound scanners as well as 3D scanners with large channel counts.
Chapter 6

A GUI Driven Σ–Δ Modulator Design Tool

In this chapter, a user-friendly design, evaluation and measurement tool that includes a practical ultrasound reconstruction analyses created in the MATLAB/Simulink environment is given. In Section 6.1 the methodology of the design tool including the input parameters and measurement setups is detailed. The GUI covers a variety of Simulink-based design topologies of single- and multi-stage LP, BP and HP Σ–Δ modulators. The design and evaluation methodologies are detailed step-by-step via several example cases. In Section 6.3 the design tool is further extended to include a practical ultrasound reconstruction process by covering the entire ultrasound Σ–Δ beamformer reconstruction steps including the noise analyses and the resulting final B-scan images.
6.1 $\Sigma\Delta$ Modulator Design Tool

The design procedures can be optimized based on performance analyses, since there is not a unique methodology to guarantee the stability and proper operation of high-order $\Sigma\Delta$ modulators. Thus, several design automation tools for LP and BP modulators at the system level were reported in the literature [Chu07], [Fra00], [Ken88], [Kuo99], [Med93], [Med99], [Nor97], [Rui04], [Tal09]. The commonest approach to automate the design procedure was based on iterative performance optimization via a performance evaluation loop using statistical methods or behavioral simulations for the desired modulator parameters [Chu07], [Ken88], [Med93], [Med99], [Fra00], [Rui04], [Tal09]. The other common approach is the automation of the modulator coefficients by optimizing the Noise Transfer Functions (NTF) or Signal Transfer Functions (STF) for the desired design specifications. Inverse Chebyshev or Butterworth approximations were used for the NTF designs in order to obtain acceptable quantization noise reduction in the signal band [Nor97], [Kuo99], [Jan94].

In contrast to many of the $\Sigma\Delta$ design automation tools in the literature, which mostly employ specific design structures, this tool enables the user to design and analyze a variety of LP, HP and BP based $\Sigma\Delta$ modulator topologies such as the single-stage, multi-stage, chain of accumulators with weighted feedforward summation and chain of accumulators with feedforward summation with local resonator feedbacks. Moreover, the tool allows the user to design the NTFs of Butterworth and Inverse Chebyshev approximations based on input specifications such as the cut-off frequency, bandwidth and modulator order. Butterworth and Inverse Chebyshev based $\Sigma\Delta$ modulators have the advantage of offering improved stability and tonality performance particularly for higher-order structures. This tool gives designers the ability to use easy-to-implement $\Sigma\Delta$ modulator topologies and display their corresponding simulation results including the output spectrums, the NTFs and the power spectral densities (PSD) of the modulator outputs as well as their in-band SNR values. The MATLAB routines embedded in the GUI simulate the desired topologies according to the input parameters defined by the user. The implementation of the $\Sigma\Delta$ modulator structures on the MATLAB/SIMULINK platform provides advantages such as the relative ease of data manipulation as well as flexibility. Furthermore, this tool has been developed to design HP based $\Sigma\Delta$ modulators.
for the applications reported in [Ral07]. The creation of a Graphical User Interface (GUI) driven design, evaluation and measurement tool for HP Σ–Δ modulators has not been previously reported in the open literature to the best knowledge of the author. Finally, the tool is easily extendible to other Σ–Δ modulators structures and can be also used to design Σ–Δ modulators for digital-to-analogue converter applications.

A GUI was created using MATLAB and the simulation models were designed in the Simulink environment given in Appendix B. The models could be easily developed in Simulink using block formats which can be controlled by MATLAB routines so that they could be used in conjunction with the GUI. The models are navigated by the parameters defined by the user through the GUI and the simulation results are displayed on the GUI panes. The user has the option to open, modify and obtain the simulation results from a menu which contains a selection of Σ–Δ modulator structures.

### 6.2 Σ–Δ Modulator Design Tool in Operation

In the first part, the user can select low-pass, band-pass or high-pass Σ–Δ modulators as shown in Figure 6-1.

![First step of the GUI for the options of the LP, BP or HP Σ–Δ modulators (screenshot)](image-url)
In the second part of the GUI, for the chosen type of $\Sigma-\Delta$ modulator, the desired specifications can be defined in the parameters section.

**Input Parameters**: The desired specifications can be defined by the user such as: the number of samples, the amplitude, frequency and type of the input signal as well as the amplitude of the dither signal where appropriate. The GUI also allows the user to choose the order and the structure of the $\Sigma-\Delta$ modulator from a variety of design topologies such as single-stage, an assortment of MASH topologies, the chain of accumulators with weighted feedforward summation and chain of accumulators with feedforward summation with local resonator feedbacks. The MATLAB routines set the user-defined parameters to the Simulink models, run the simulation, analyze and display the simulation results and the corresponding modulator model.

**Measurement Setup**: The plots of the $\Sigma-\Delta$ modulator output spectrums, the corresponding NTFs, the PSDs and the histograms of the modulator outputs as well as the in-band SNR values are computed. The frequency spectrums are computed using the FFT of the corresponding signals, which are windowed with a Hanning window of the same length as the signal length. The FFT sample number is specified by the user in the parameter section, which is defined as ‘the number of samples’. The SNR values are calculated for oversampling ratios (OSR) of 32, 64, 128, and 256, as well as other user defined ones. Moreover, for the power spectrum densities, the Welch averaging method is used. The associated overlap number is chosen as 2048 as default but can be modified as and when needed.

As shown in the flowchart of the GUI given in Figure 6-2, the user can define the specifications in order to design a variety of single-stage or multi-stage LP, BP and HP $\Sigma-\Delta$ modulators. Once the user determines the bandwidth of the modulator as LP, BP or HP, the simulation parameters can be chosen, which will be mapped to the corresponding simulink block parameters. The structures that can be obtained from the GUI are given in Appendix B. The simulation resulting from the chosen parameters and $\Sigma-\Delta$ modulator are given in terms of SNR values and graphical plots. The GUI updates the frequency response of the output signal, the NTF and the input to the quantizer, as well as the in-band SNR values for each alteration that the user makes to the input parameters. Thus, the effects of small input changes can be easily observed at the output.
6.2.3 **Case-1: LP $\Sigma$–$\Delta$ Modulator**

In this section, the tool is explained through an example for a third-order low-pass $\Sigma$–$\Delta$ modulator using a multistage structure. The specified $\Sigma$–$\Delta$ modulator is simulated for an input amplitude signal of 0.5, a normalized frequency of 0.01 and a dither amplitude signal of 0.3. The mentioned parameters are directly set in the text-boxes in the Parameters section. In the Structure & Order Selection Section, the third-order cascaded (MASH) option is chosen.
When in the ‘Order and Structure Selection’ section, the 3rd order Multistage (MASH) option is chosen as seen in Figure 6-3, the third-order cascaded LP $\Sigma \Delta$ modulator is called via the MATLAB routines and the user-defined parameters are assigned to the SIMULINK model parameters given in Figure B-5 in Appendix B. The simulations of the histogram of the second-stage output, the $\Sigma \Delta$ modulator output spectrum and the corresponding SNR values are all shown in Figure 6-3. The output spectrum in Figure 6-3 shows the input signal occurring at the correct frequency (0.01) and also shows spectral tones at lower frequencies. The Simulink model for the third-order modulator with variable parameters as shown in Figure B-5 is already created in the workspace, which is controlled by the GUI specifications. Using the option Display model, the corresponding structure can be displayed.
6.2.4 Case-2: BP $\Sigma$–$\Delta$ Modulator

As soon as the user selects the band-pass modulation option in the main window, the parameter-specification-window for BP $\Sigma$–$\Delta$ modulators will be displayed. A sixth-order mid-band band-pass $\Sigma$–$\Delta$ modulator using the chain of accumulators structure with weighted feedforward summation was also simulated for an input amplitude of 0.55, a normalized input frequency of 0.2 (mid-band), and a dither amplitude signal of 0.2. The NTF and the output spectrum are plotted. The corresponding simulation results are shown in Figure 6-4.

![Screenshot of the GUI consisting of the input parameters and simulation results for sixth-order BP $\Sigma$–$\Delta$ Modulator](image)

The corresponding structure of a sixth-order BP $\Sigma$–$\Delta$ modulator is given in Figure 6-5. Using the Butterworth approximation, the coefficients $a_1$, $a_2$ and $a_3$ are calculated as -0.2512, 0.0306 and -0.0018 respectively.
Moreover, the tool allows the user to design the NTFs of Butterworth and Inverse Chebyshev filters based on input specifications such as the cut-off frequency, bandwidth and modulator order using the generic structure given in . The Butterworth filter or Inverse Chebyshev filter responses can be used to design higher-order BP Σ–Δ modulators, by adjusting the bandwidth of the filter according to the desired input signal frequency. The lower and upper frequencies of the NTF of the filters are selected so as to ensure that the input signal is positioned at the centre of the signal bandwidth. Figure 6-6 gives the simulation results for a 6th-order BP Σ–Δ modulator designed using the Butterworth filter. Since the input normalized frequency is 0.3, the bandwidth is chosen as [0.58-0.62]. The center of the bandwidth is twice as the input frequency (0.6), because of MATLABs routines for the NTF calculations. Furthermore, the upper and lower cut-off frequencies of the bandwidth should be symmetrical in relation to the centre frequency.
As seen in the examples, users can choose among different modulator structures and sinusoidal input signals. The GUI updates the frequency response of the output signal, the NTF, and the output responses of different stages, as well as the SNR values for each alteration that the user makes to the input parameters. Thus, the effects of small input changes can be easily observed in the output.

### 6.2.5 Case-3: HP Σ–Δ Modulator

In the ‘Σ–Δ Modulator Design Tool in Operation’ section, the tool is explained through an example for a third-order HP Σ–Δ modulator using a 1-1-1 MASH structure. The specified Σ–Δ modulator is simulated for an input amplitude signal of 0.4, a normalized frequency of 0.499 and a dither amplitude signal of 0.3. All the simulations assume 10000
points for the transients. Thus, the total number of points chosen is 42768, which refers to $2^{15}+10000$. The mentioned parameters are directly set in the Parameters section. In the 'Structure & Order Selection' section, the third-order 1-1-1 MASH option is chosen. The third-order HP $\Sigma$–$\Delta$ modulator is called via the MATLAB routines and the user-defined parameters are assigned to the already created Simulink model blocks. The simulations of the histogram of the $\Sigma$–$\Delta$ modulator output, the output spectrum and the corresponding SNR values are all shown in Figure 6-7.

The output spectrum from Figure 6-7 shows the input signal at the correct frequency as well as the spectral tones at the lower frequencies. The resulting SNR values for OSRs of 32 and 256 are +1 dB and 65dB respectively. These show good agreement with the reported results in the open literature [Ral07], [Nyg06].
The Simulink model for a third-order HP Σ–Δ modulator using a 1-1-1 MASH structure is shown in Figure 6-8.

![Simulink Model](image)

**Figure 6-8 A Third order HP Σ–Δ Modulator using 1-1-1 MASH structure**

The power spectral density of the output signal is computed using the Welch's averaged modified periodogram method of spectral estimation with 2048 overlaps. By averaging the output spectrum, the tones can be distinguished so that the Σ–Δ modulators performance can be analyzed more effectively. The averaged PSD of the output of the corresponding HP Σ–Δ modulator is plotted using the ‘PSD’ options in the GUI pane, as shown in Figure 6-9. The user can zoom in/out the plots and also save them to the desired file locations. The data cursor option provides the user simulation analyses and a comparison of the different output stages.
When the user changes the input signal parameters or the $\Sigma$–$\Delta$ modulator specifications according to the desired design structure, the simulation results are updated simultaneously.

As in the example above, the user can define the specifications in order to design a variety of single-loop or multi-stage LP, and BP $\Sigma$–$\Delta$ modulators.

### 6.3 Ultrasound Reconstruction Filters Analysis Tool

The GUI is extended to include the reconstruction stages of the ultrasound beamformers including a variety of decimation filters. Such a design and measurement tool for digital $\Sigma$–$\Delta$ beamformers has not been previously reported in the open literature to the best knowledge of the author. The MATLAB routines embedded in the GUI simulate the
desired reconstruction filters according to the input filter specifications defined by the user. The easy-to-implement tool of the Σ–Δ beamformer structures could be navigated by the user, which provides the user to analyse the reconstruction filter variations easily and fast. The reconstruction filter structures are given in Appendix C. The flowchart of the toolbox is shown in Figure 6-10.

As shown in the flowchart, in the first stage of the tool, the user needs to browse the wire- or cyst-phantom data corresponding to the beam summation, which is the echo signals modulated by the Σ–Δ beamformers, delayed-and-summed. The reconstruction toolbox is not working on raw-data sets. The six-wire raw data should be processed according to align-and sum process, and should be saved in an external file, which needs to be accessible via ultrasound toolbox. The desired reconstruction filter specifications can be then defined by the user such as the type of the decimation filter, the size and order of the rank-ordered filters.
The GUI allows also the user to choose the order and the structure of the decimation filters from a variety of design topologies such as the: LP and BP elliptic, Butterworth, Chebyshev Type-II, IIR filters, LP slink filters, LP and BP polyphase filters. The MATLAB routines set the user-defined parameters to the embedded codes, run the simulations, analyze and display the simulations.

The filter functions are written in MATLAB codes. The coefficients of the numerator and denominator (\(a\)'s and \(b\)'s) of IIR filters are obtained using

\[
[a \ b] = \text{ellip}(N, R_p, R_s, W_n);
[/] \(a\) \(b\) = \text{cheby2}(N, R_s, W_n); \[/a \ b] = \text{butter}(N, W_n),
\]
for elliptical-, Chebyshev-type-II and Butterworth-filter respectively, where \(N\) is the filter order, \(R_s\) is the stopband attenuation \(R_p\) is pass-band attenuation and \(W_n\) is the filter bandwidth. The user needs to enter the specifications for \(N\), \(R_s\) and \(W_n\) (\(R_p\) for elliptical) in order to design the desired LP or BP decimation filter. Each 182 beam-line need to be filtered in a loop using the filtered_signal = filter(a,b,unfiltered_signal(:,beamline)) before the envelope detection function. In order to apply adaptive filters, the order and the block-size of the rank-ordered filter need to be defined by the user. As described in Section 5.3.1 the block-size is optimum when it is equal to the maximum sample repetition rate during the dynamic focusing, which is 64. The polyphase filters are designed as explained in Sections 5.2.2 and 5.4.3.

The plots of the response of the third wire output spectrums are shown in the same panel as soon as the user defines all the filter specifications and confirms by pressing ‘OK’. The corresponding SQNR’s, and the final B-scan images were computed. The tool is explained through an example for a \(\Sigma–\Delta\) beamformer using an adaptive BP elliptic reconstruction filter. The simulations of the third wire and the resulting SQNR values are all shown in Figure 6-11. As soon as the user choose the 'display', the envelope detection function is called, the reconstructed image in the x-y coordinate before the scan conversion is displayed as shown in Figure 6-12. The ‘display sector image’ button calls the scan-conversion function and displays the final sector B-scan images in sector format.
Gui Driven $\Sigma$–$\Delta$ Modulator Design Tool

Figure 6-11 A $\Sigma$–$\Delta$ Beamformer employing adaptive Adaptive BP elliptic reconstruction filter

(a) envelope detection, in cartesian coordinate (b) scan conversion in polar coordinates

Figure 6-12 (a) envelope detection, in cartesian coordinate (b) scan conversion in polar coordinates
The user can design a variety of decimation filters and compare their results using the frequency response of the third-wire or final B-scan images. The most-time consuming part is the rank-ordered filter section as it separates each beam line into blocks of size $s$. The RO filter algorithms are then applied to each block separately. However, the total time required for the whole reconstruction stage and the display of the images are less than 120 sec depending on the order of the rank-ordered filter.

6.4 Concluding Remarks

A software design, evaluation and measurement tool in a MATLAB environment in conjunction with SIMULINK is developed to speed up the design, analysis and evaluation at the system-level of various easy-to-implement LP, BP and HP $\Sigma$–$\Delta$ modulators. The proposed modulator structural diagrams are given in Appendix B. The design and evaluation tool for HP $\Sigma$–$\Delta$ modulators is novel and has not been previously reported in the open literature. This tool is easy to use as it allows designers and practitioners to perform detailed simulations very easily. The MATLAB routines embedded in the GUI map the user-defined parameters into the building block specifications and display the simulation results in terms of the SNR values, histograms and power spectral densities. In addition, this practical, user friendly tool is further extended to evaluate and analyze ultrasound $\Sigma$–$\Delta$ beamformers in conjunction with a variety of reconstruction filters. The flexibility and relative ease of using MATLAB routines for the front-end, mid-end and the back-end stages of the ultrasound image acquisition stages will allow researchers and practitioners to design and verify the feasibility of $\Sigma$–$\Delta$ beamformer reconstruction filters at a much earlier stage of the design process, thus saving considerable time, effort and cost. This tool can be also used as a valuable teaching tool for advanced courses on data converters or digital ultrasound imaging.
Chapter 7

Conclusions

7.1 Thesis Summary:

Chapter 1 commenced with a brief history of the developments of $\Sigma$–$\Delta$ modulators and their diverse applications with an emphasis on biomedical imaging applications. A discussion addressing the advantages but also some of the problems associated with the design of ultrasound imaging systems that employ $\Sigma$–$\Delta$ modulators in their front-end-circuitries was presented. An extensive literature survey at the time showed that there was a considerable gap in digital ultrasound image reconstruction techniques that used relatively simple hardware circuits. This in conjunction with the continued demand for $\Sigma$–$\Delta$ modulators in state-of-art ultrasound imaging systems represented the prime motivation behind this work.

Chapter 2 started by reviewing the fundamental principles of $\Sigma$–$\Delta$ modulation and comparing their characteristics with those of Nyquist rate and conventional oversampling A/D converters. A detailed explanation of the operation of first- and higher-order single-stage and multi-stage LP $\Sigma$–$\Delta$ modulators, including the popular distributed feedback topologies was provided. This was followed by a system-level description as well as the
design and analysis of BP and HP $\Sigma$–$\Delta$ modulators. The LP-to-BP ($LP \rightarrow BP$) frequency transformation was explained and analysed in order to design BP loop-filters for arbitrary normalised centre frequencies and bandwidths. In order to achieve simpler hardware, $\Sigma$–$\Delta$ modulators which employed special centre frequencies were designed and verified. Mid-band resonator based $\Sigma$–$\Delta$ modulators that utilized the $z^{-1} \rightarrow -z^{-2}$ transformation were designed and evaluated at the behavioural-level. This was followed by the design of easy-to-implement HP sigma-delta modulators.

Chapter 3 started by reviewing and analysing the stability problems of higher-order $\Sigma$–$\Delta$ modulators. An extensive literature survey has revealed a gap for the stability analysis of higher-order BP and HP $\Sigma$–$\Delta$ modulators. Based on the findings in chapter 2, the main source of the non-linearity was the one-bit quantizer in the feedback-loop. Therefore, this chapter presented the detailed non-linear analysis of higher-order HP- and BP $\Sigma$–$\Delta$ modulators using the describing function method in conjunction with quasi-linear modelling of the one-bit quantizer. The stability boundaries for single- and dual-sinusoidal inputs were determined.

In the quasilinear-model, the quantizer in a conventional $\Sigma$–$\Delta$ modulator is modelled by a gain factor $K$, followed by an additive white noise source. Since the quantization noise was found to depend on the value of $K$, this proposed model reflected the non-linear behaviour of $\Sigma$–$\Delta$ modulators. This quasilinear analysis was extended to HP- and BP-$\Sigma$–$\Delta$ modulators, by employing Butterworth- and Chebyshev Type-II filters with specified stopband attenuation and bandwidth for the desired NTF prototypes. The $\Sigma$–$\Delta$ modulator loop-filters were directly designed from these NTF prototypes by using MATLAB routines that were developed by the author. The closed-form mathematical expressions were derived for the stability curves for different quantizer gain values. According to the desired quantization noise attenuation, a variety of Butterworth and Chebyshev Type-II HP- and BP-filters and their resulting noise amplification curves that incorporated the variable $K$-values were investigated throughout this chapter. However, this quasi-linear model did not fully reflect the effect of the input signals on the $\Sigma$–$\Delta$ modulator outputs. Thus the quasilinear model was further extended to a non-linear quantizer by separating the $\Sigma$–$\Delta$ modulator as a signal model and a noise model using the describing function method.
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The stability analysis for higher-order HP and BP $\Sigma$–$\Delta$ modulators for single- and dual-tone sinusoidal inputs was established using describing functions combined with the quasi-linear model. The quantization noise variances and the theoretical noise amplification curves for different input amplitudes, stop-band bandwidths, and stop-band attenuations were derived. Using these noise amplification curves, the maximum stable amplitude (MSA) limits for higher-order Butterworth- and Type-II Chebyshev-based HP and BP $\Sigma$–$\Delta$ modulators for different quantizer gain values, depending on the input amplitudes (for dual-sinusoidal inputs) were established. The theoretical results employing various BP and HP $\Sigma$–$\Delta$ modulators were discussed and presented in detail. These included the effects of varying the stop-band attenuation, bandwidth as well as the order of the modulator on the maximum stable amplitude limits of HP and BP $\Sigma$–$\Delta$ modulators. Furthermore, the comparison of Chebyshev-Type-II based $\Sigma$–$\Delta$ modulators with the Butterworth-based $\Sigma$–$\Delta$ modulators were examined in terms of the stability boundary limits. The theoretical results were verified via behaviour-level simulation results computed by specially designed routines in MATLAB in order to facilitate the computation of the coefficients for all the above designs. The theoretical results were shown to be in good agreement with the simulation results for a variety of input amplitudes, bandwidths, and modulator orders. Moreover, the reasons for the differences between the theoretical- and the simulated results were also analysed and provided in detail including the limitations of the quantization noise model, the tonality concept and the signal model for the dual sinusoidal inputs.

In Chapter 4, a detailed explanation of the operation of single-bit $\Sigma$–$\Delta$ modulators in the digital ultrasound beamformer systems together with the underlining advantages over multi-bit A/D converters was provided. A discussion addressing the hardware problems and image artefacts caused by $\Sigma$–$\Delta$ beamformers associated with the dynamic focusing concept was presented. This was followed by a chronological survey of reported publications, an up-to-date review of potential image artefacts suppression techniques and implementations of modified $\Sigma$–$\Delta$ beamformers. A detailed literature survey at the time showed that there was a considerable lack of artefact-free $\Sigma$–$\Delta$ beamformers with simple signal processing circuitries. These limitations coupled with the accelerating demand for easy-to-design, compact ultrasound systems provided ample justification for further development of conventional $\Sigma$–$\Delta$ beamformers. The search for alternative image reconstruction approaches that could deliver reduced image artefacts and therefore improved image quality was urgently needed.
The fundamental principles of digital ultrasound image acquisition employing digital phased arrays were provided and mathematically analysed. Guidelines to facilitate the design and behavioural-level simulations of the entire front-end, mid-end and back-end processes of the ultrasound system were given. These included dynamic beam focusing (beamforming), delay-and-sum, envelope detection, logarithmic compression and scan conversion. Routines in MATLAB were written in order to facilitate the computation of the entire image acquisition steps using the raw experimental ultrasound data acquired from the Ultrasonic Research Laboratory of the University of Michigan. The simulation approach and the performance criteria that were used for the evaluation of all beamformer structures were presented and explained in detail. These included the SQNR, CNR, lateral PSF and frequency spectrums especially for the third wire that corresponded to the fixed-focus point for the transmitted signals.

The image artefacts caused by conventional $\Sigma$--$\Delta$ beamformers were analysed. The B-scan sector images of the 6-wire phantom reconstructed by conventional single-bit $\Sigma$--$\Delta$ beamformers exposed SQNR values that were 11.53 dB lower compared to those obtained by 10-bit A/D beamformers. On the other hand, for the cyst phantom, the cyst detectability in the B-scan images reconstructed by $\Sigma$--$\Delta$ beamformers was reduced dramatically in comparison to the images obtained by 10-bit A/D beamformers. The simulation results demonstrated that the CNR values for the 1st-, 2nd-, and 3rd-cysts were 1.59, 0.61 and 1.02 different between the cyst images produced by the $\Sigma$--$\Delta$ beamformers and the 10-bit A/D beamformers. As in this work, the fixed transmit focal range was chosen to be 60 mm (the middle range of the scan area), the strongest reflector was the third wire (from the top) and 2nd cyst had the highest detectability as expected. Depending on the beamformer type, the incoming echo signals were digitized using either 10-bit A/D converters or single-bit $\Sigma$--$\Delta$ modulators, delayed and summed coherently to form the focus of interest. During this delay-and-sum process, a sample was selected from each array according to the predetermined time delay to compensate for the echo time difference. However, the delay updates to focus at closely spaced focus points caused some samples to be repeated and some of those to be omitted. For 10-bit A/D beamformers, these facts did not have any effects on the final reconstructed images. However, for the $\Sigma$--$\Delta$ modulators the repeated/skipped samples during the dynamic focusing caused the demodulator filter to interpret an extra sample, which actually did not exist. As a result of the degraded noise-shaping function of the $\Sigma$--$\Delta$ modulators, the quantization noise folded back to the signal band at the low-
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frequencies. Therefore the main reason for these artefacts in the images obtained by conventional Σ–Δ beamformers directly related to the synchronization problem between the Σ–Δ modulator and the low-pass demodulator (decimation filter). It was verified that the conventional low-pass reconstruction filters were deemed to be insufficient to suppress the in-band noise level.

Based upon the above comments, a starting-point involved developing Band-Pass (BP) reconstruction filters for Σ–Δ beamformers in order to suppress the in-band noise level. IIR BP decimation filters including eighth-order Chebyshev Type-II, tenth-order Butterworth- and eighth-order elliptic filters with bandwidths close to the signal bandwidth were developed. The corresponding filter specifications and magnitude responses were provided. The IIR BP reconstruction stage was further developed and simplified by proposing polyphase BP reconstruction filters. The one-coefficient all-pass structure needed one multiplier, two adders and a small memory. Therefore all-pass sub-sections operating in polyphase structures provided greatly reduced hardware complexity of the overall IIR decimation filter structure. A practical step-by-step method for the design of the BP polyphase filters according to the desired filter specifications involving the prototype LP polyphase filter design and its LP-to-BP frequency transformation was presented in detail. The computed filter coefficients of the all-pass sections were given as well. The polyphase implementation of IIR filters as cascaded all-pass filters provided simplified hardware complexity of the standard implementation of IIR filters by halving the number of coefficients. The simulation results obtained by the proposed IIR- and polyphase BP filters were compared and analysed with those obtained by conventional Σ–Δ beamformers and 10-bit A/D beamformers. The frequency spectrum analyses of a single beam-line of the third wire produced by 10-bit A/D beamformers and Σ–Δ beamformers employing the proposed BP IIR filters as well as the BP polyphase filters showed at least 10dB noise suppression at the low-frequencies. On the other hand, the final B-scan images demonstrated that this BP reconstruction approach provided a 3.5dB increase for the entire image resolution of conventional Σ–Δ beamformers. In addition, the cyst phantom evaluations showed that the differences in the CNR values for the 1st-, 2nd-, and 3rd- cysts were reduced to 0.93, 0.23 and 0.59 compared to cysts images produced by the 10-bit A/D beamformers. The image artefacts were directly related to the sample delays, which were changing dynamically in order to focus the beams to a short-range distance. Therefore, as the focusing depth decreased, more samples were repeated which resulted in more quantization noise.
accumulation at the low frequencies, which were also demonstrated via lateral PSF at different depths. Therefore, the noise levels for the focus points closer to the transducer (1st wire, 1st cyst) were higher compared to the focus points away from the array system. Thus the BP reconstruction filters improved the overall image quality but were not dramatically sufficient to suppress the dynamically changing noise components in the signal-band.

A novel reconstruction technique which proposed the use of adaptive rank-ordered filters was developed to provide significant suppression of the dynamically changing, low-frequency noise components. In the rank ordered filter algorithm, the signal after the decimation filter was separated as sets of data, for which a change in the gradient was used to determine the threshold value to differentiate the signal from the noise components. As the threshold value for each set of data was varying dynamically, the cut-off frequency was adaptive for each signal beam line depending on the noise level. Therefore, the adaptive in-band noise level caused by dynamic focusing was eliminated successfully. The adaptive rank-ordered filters were applied at the output of the LP decimation filters, including a fourth-order elliptic IIR filter, three-stage slink filters and fifth-order polyphase filters. As the rank-ordered filters suppressed the noise at the low- as well as at the high-frequencies, the LP decimation filters did not need to be at high orders, which significantly provided simpler hardware complexity compared to conventional LP reconstruction filters. The simulation results showed that the adaptive LP slink-, polyphase- and elliptic reconstruction filters achieved SQNR improvements of 8.8 dB, 8.1 dB and 9.1dB, respectively. Compared to the equivalent elliptic filter implementation, the use of the polyphase structured all-pass sections halved the number of coefficients, thus significantly reducing the hardware complexity. On the other hand, slink filters further reduced the hardware complexity, while no multipliers and no storage for the filter coefficients were required.

This chapter culminated by establishing further novel improvements in the reconstruction stage by employing adaptive rank-ordered filters following the BP decimation filters. The rank-ordered filters eliminated the dynamically changing noise level in the signal-band especially for close ranges to the transducer, which were not totally filtered out by solely applying the BP decimation filters. The proposed BP IIR filters including Butterworth, Chebyshev Type-II and elliptic filters were examined. In addition, the hardware of the IIR reconstruction filters was further simplified by using polyphase structures. The B-scan wire and cyst phantom images verified that the Σ–Δ beamformers with the proposed adaptive BP elliptic- and polyphase reconstruction filters achieved almost
the same image quality compared with that produced by a 10-bit A/D beamformer (less than 1dB difference). The cyst detectability in terms of CNR values had no differences between the Σ–Δ beamformers employing adaptive BP elliptic reconstruction filters and the 10-bit A/D beamformers. On the other hand, Σ–Δ beamformers with the adaptive BP polyphase reconstruction filters exposed 0.1 less cyst detectability just for the 1st cyst. Detailed guidelines for the choice of decimation filters, coefficients as well as the hardware complexity were obtained and in combination with the simulation results presented in tabular form. The graphs and final B-scan images were provided which depicted the reconstruction filters performances including the signal-to-quantization-noise ratios, point-spread-functions, and dynamic ranges as well as the contrast-to-noise ratios.

Since the Σ–Δ beamformers did not require any hardware modifications in the modulator structure or in the delay-and-sum process, the advantages of the conventional Σ–Δ beamformers were completely persevered. In addition, since the image artefacts eliminated in the reconstruction stage and only a single adaptive reconstruction filter was required per beam sum, high quality B-scan images as the ones obtained by 10 bit A/D beamformers could be achieved with greatly reduced hardware complexity via polyphase structured reconstruction filters. Therefore, the proposed hardware efficient adaptive BP polyphase reconstruction filters would be suitable for use in Σ–Δ based beamformers for low-power 3-D scanners with a large channel count as well as portable, compact and lightweight ultrasound scanners and point-of-care applications and intravascular imaging systems.

In Chapter 5, a user-friendly design and performance evaluation tool for LP, BP and HP Σ–Δ modulators was developed in MATLAB by using an assortment of design methodologies and Σ–Δ modulator topologies. The toolbox was further modified by including the ultrasound image reconstruction steps, which included the reconstruction filter design, performance analysis in terms of the SQNR measurements and envelope detection as well as the image display in sector format. This user-friendly tool was designed to allow the user to design and verify a variety of reconstruction filters by analysing the results directly on the B-scan ultrasound images, thus saving considerable time and effort.
7.2 Novel Contributions:

- Novel ultrasound post-processing techniques for 1-bit $\Sigma$–$\Delta$ beamformers were developed. High quality images were obtained similar to the ones produced by 10-bit A/D beamformers, but with much simpler hardware and signal processing complexity. The reconstruction methods proposed to reduce the image artefacts produced by $\Sigma$–$\Delta$ beamformers without any increase in hardware complexity. The novelty of this resolution improvement technique involved removing the noise components with new post-processing techniques in the reconstruction stage after the beam-sum without compromising the inherent advantages of $\Sigma$–$\Delta$ modulators and also by keeping the structures as simple as possible. This work has not been previously reported in the open literature to best the knowledge of the author.

- Stability boundaries of higher-order LP, BP and HP modulators for single and dual sinusoidal inputs are established by quasi-linear modelling of the quantizer. The maximum stable amplitude limits for higher-order BP and HP $\Sigma$–$\Delta$ modulators have not been reported in the open literature. In addition, as the ultrasound signals are damped sinusoidal signals, this quantizer model will help to design higher-order $\Sigma$–$\Delta$ beamformers.

- A novel GUI was created in order to provide a $\Sigma$–$\Delta$ modulator design and evaluation tool that covers the ultrasound post-processing stages. This tool enables practitioners to carry out performance analysis of B-scan images thus saving considerable time and effort.

7.3 Suggestions for Future Research

Based on the research study carried out and the theoretical and simulated results obtained thus far, the following research can be done as future work.
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- To develop the proposed GUI to incorporate the modeling of non-idealities at the system-level as well as the stability and tonality indexes and other relevant metrics.

- To automate the decimation filters with rank-ordered filters according to the characteristics of the ultrasound echo signals.

- To apply non-linear theory in order to model the elevated noise at low frequencies more accurately, which would enable the automation of the rank-order filter parameters.

- To implement variable-band band-pass Σ–Δ beamformers in order to focus the array elements without dynamic focusing distortion.
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Appendix A

Beamforming Time-Delays:

\[ r_\eta = \sqrt{\left(x_\eta - x_z\right)^2 + z^2} \]  \hspace{1cm} (A.1)

\[ r_\eta = \sqrt{\left(x_\eta - r_0 \cdot \sin \theta_0\right)^2 + \left(r_0 \cdot \cos \theta_0\right)^2} \]  \hspace{1cm} (A.2)

Figure A-1 Focus point geometry in polar coordinates

\( x_\eta \) is the distance of the \( \eta \)-th element of the transducer array to the center of the transducer \((0)\). \( r_\eta \) is the distance of the \( \eta \)-th element of the transducer array to the focus point, \( P \). \( r_0 \) is the distance of the focus point to the center of the transducer array. \( x_z \) is the vertical distance of the focus point to the transducer center horizontal-line, where \( \theta_0 \) is the angle of \( P \) to the center of the transducer array. Using the geometry in Figure A-1:
\[ r_\eta = \sqrt{x_\eta^2 - 2 \cdot x_\eta \cdot r_0 \cdot \sin \theta_0 + r_0^2} \quad (A.3) \]

\[ r_\eta = r_0 \sqrt{1 - 2 \frac{x_\eta}{r_0} \sin \theta_0 + \left( \frac{x_\eta}{r_0} \right)^2} \quad (A.4) \]

Using the Taylor series expansion of \( f(x) \) expanded around \( x \), the first 3-terms:

\[ f(x) = \sqrt{1 + x} \approx 1 + \frac{1}{2} x - \frac{1}{8} x^2 \quad (A.5) \]

where,

\[ x = -2 \frac{x_\eta}{r_0} \sin \theta_0 + \left( \frac{x_\eta}{r_0} \right)^2 \quad (A.6) \]

Therefore (A.5) becomes:

\[ f(x) \approx 1 + \frac{1}{2} \left( -2 \frac{x_\eta}{r_0} \sin \theta_0 + \left( \frac{x_\eta}{r_0} \right)^2 \right) - \frac{1}{8} \left( 4 \left( \frac{x_\eta}{r_0} \right)^2 \sin^2 \theta_0 + O \left( \left( \frac{x_\eta}{r_0} \right)^3 \right) \right) \quad (A.7) \]

Assuming that \( r_0^2 >> x_\eta^2 \); thus the term \( \frac{1}{8} O \left( \frac{x_\eta}{r_0} \right)^3 \) is negligible. Therefore (A.7) yields:

\[ f(x) \approx 1 - \frac{x_\eta}{r_0} \sin \theta_0 + \frac{1}{2} \left( \frac{x_\eta}{r_0} \right)^2 - \frac{1}{2} \left( \frac{x_\eta}{r_0} \right)^2 \sin^2 \theta_0 \quad (A.8) \]

\[ f(x) \approx 1 - \frac{x_\eta}{r_0} \sin \theta_0 + \frac{1}{2} \left( \frac{x_\eta}{r_0} \right)^2 \left( 1 - \sin^2 \theta_0 \right) \quad (A.9) \]
\[ f(x) \equiv 1 - \frac{x_n}{r_0} \sin \theta_0 + \frac{1}{2} \left( \frac{x_n}{r_0} \right)^2 \cos^2 \theta_0 \]  
(A.10)

\[ r_{\eta} = r_0 \sqrt{1 - 2 \frac{x_n}{r_0} \sin \theta_0 + \left( \frac{x_n}{r_0} \right)^2} = r_0 \cdot f(x) \]  
(A.11)

\[ r_{\eta} \equiv r_0 - x_n \sin \theta_0 + \frac{x_n^2}{2 r_0} \cos^2 \theta_0 \]  
(A.12)

Since the time-delay \((r_{\eta}^{'})\) for the \(\eta\)-th array element is related to its position to the focus point:

\[ r_{\eta}^{'} = \frac{r_{\eta} - r_0}{c} \]  
(A.13)

The time-delay is obtained as:

\[ r_{\eta}^{'} = r_{\eta}(x_n, r_0, \theta_0) = \frac{r_{\eta} - r_0}{c} = -\frac{x_n \sin \theta_0}{c} + \frac{x_n^2 \cos^2 \theta_0}{2cr_0} \]  
(A.14)
Appendix B

Σ–Δ Modulator Design Tool Simulink Models:

Figure B-1 LP First-order single-stage structure

Figure B-2 LP Second-order single-stage structure
Figure B-3 LP Third-order single-stage structure

Figure B-4 LP Second-order multi-stage structure
Figure B-5 LP Third-order multi-stage structure

Figure B-6 LP Generic structure based on LP,BP,HP Butterworth/Chebyshev Type-II Filter response
Figure B-7 LP second-order summation of weighted feedforward coefficients structure
Figure B-8 LP third-order summation of weighted feedforward coefficients structure

Figure B-9 LP second-order summation of weighted feedforward coefficients with local feedbacks structure
Figure B-10 LP third-order summation of weighted feedforward coefficients with local feedbacks structure

Figure B-11 BP mid-band second-order single-stage structure
Figure B-12 BP mid-band fourth-order single-stage structure

Figure B-13 BP mid-band fourth-order summation of weighted feedforward coefficients structure
Figure B-14 BP mid-band sixth-order summation of weighted feedforward coefficients structure

Figure B-15 BP mid-band fourth-order summation of weighted feedforward coefficients with local feedbacks structure
Figure B-16 BP mid-band sixth-order summation of weighted feedforward coefficients with local feedbacks structure

Figure B-17 BP second-order modulator structure for variable frequencies
Figure B-18 BP fourth-order modulator structure for variable frequencies

Figure B-19 HP first-order single-stage structure
Figure B-20 HP second-order single-stage structure

Figure B-21 HP third-order single-stage structure
Figure B-22 HP second-order multi-stage structure

Figure B-23 HP third-order multi-stage structure
Figure B-24 HP second-order summation of weighted feedforward coefficients structure

Figure B-25 HP third-order summation of weighted feedforward coefficients structure
Figure B-26 HP second-order summation of weighted feedforward coefficients with local feedbacks structure

Figure B-27 HP third-order summation of weighted feedforward coefficients with local feedbacks structure