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INTRODUCTION

Rapidly improving technologies make Digital SigPabcessing (DSP) an increasingly cost efficient laigtily reliable
approach to enhance the flexibility and capacitysatellite communication links but carefully optsmad designs are
key to obtaining a power-efficient solution. Whetiegenerative or transparent, processing commtioicg@ayloads
accommodate digital On-Board Processors (OBP) timpe advanced DSP techniques including digitarbforming,
encoding/decoding, frequency conversion, routingdutation/demodulation and digital channelisatidie OBP
payload can be considered as the primary comparfenflexible communication satellite. DSP can brin more cost
effective signal processing solutions than its aga¢ counterparts in terms of flexibility, scalélil architectural
complexity and energy efficiency. Recently, digit®BPs are finding wide use in transparent satellite
telecommunications to provide additional flexikyjilin frequency planning and routing for multi-beagstems. Modern
systems for Mobile Satellite Services (MSS) usimg lower frequency bands, where the available spmcts heavily
congested, are now almost exclusively implementied digital OBPs but digital payloads are also iasiegly
becoming of interest for communications at highergfiency bands as the processing technology becomes
advanced and efficient, be it a narrowband or adiivand communication link, the OBP splits the nemiuplink
signals into a large number of frequency channéishvcan be independently routed and further pisexs

In this paper, we present a number of algorithmig architectural DSP solutions to be incorporatedigital OBPs for
communication satellites to boost the system pevémrce primarily in terms of reducing their powensamption.
More specifically this article addresses (1) IrtBnimpulse response (lIR) implementation of digifétlers, (2)
Efficiency savings in channeliser FFT twiddle sg®aand multiplications and their reconfigurable lempentation (3)
Companding of interconnect data, and (4) Criticatynpled/reduced over-sampling channelisation. dgmicability
and efficiency of these approaches were evaluateltail during our European Space Agency (ESA)ié&dhresearch
project entitled "Efficient Techniques for On-BoaPdocessing”, undertaken by Airbus Defence and &@axl the
Applied DSP and VLSI Research Group at the Uniwersf Westminster. The results demonstrated noteéwor
improvements both in terms of power dissipationd &rthermore in the reduction of circuit complgxior future
digital OBPs, which will be shown at the summaryeasults section.

EFFICIENT DSP TECHNIQUES AND ARCHITECTURES

Digital channelisation is a powerful approach ta@atapose the incoming signal into user channels. Diserete
Fourier Transform (DFT), as well as the Discretsi@e Transform (DCT) filter banks, and Tree-struetufilter banks
are known to provide perfect reconstruction of biamdwidth of interest. For a DFT-based channeliseth Digital
Filter Bank (DFB) and the DFT Processing units eafively undertake the demultiplexing/multiplexing user
channels (In other fast transform based channelisapproaches, the same cooperation is preseepexce DFT
being replaced by another fast transform).
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Fig. 1. DFT Polyphase DFB is Composed of (1) Uretdyers and Down-samplers (2) DFB (3) DFT Procegssin
Block.

To elaborate the necessity for these two comporierasDFT-based channeliser (implemented in thenfof a DFT
polyphase DFB), Fig. 1 is given, whexX¢z) is the input andv(2) for i=1,...K is the output for the DFT polyphase
DFB. Please note that this system seikassers and that's why it can also be seen as & smgut multiple output
system as can be observed in Fig. 1. This struégsucemposed of the unit delayers, down-sampleFB nd DFT
Processing Blocks as labelled accordingly. Theriratieconfiguration of the DFB and the DFT Proceggitocks can be
formulated using two matrice®(2) andF respectively. While= is the well known DFT matrix being composed of
twiddle factors, the content and the dimension8@ depend on the choice #f andM, which are the number of
channels and the downsampling factor respectividly [

In the following sub-sections we will detail somfetlee DSP approaches we identified in our earli@AEunded project
activity that DSP designers on the whole mostlhignor overlook. These DSP approaches can effégioatribute to
the efficiency of the OBP processor in terms ofifddity, power consumption and complexity.

Infinite Impulse Response (IIR) Implementation of Dgital Filters

Irrespective of the implementation, DFT-based dreowise, the essential functions are to dividepheessed band
into sub-channels and recombine them back for thetransmission. For both narrowband and broadband
communication scenarios it is advantageous to imetd these digital filters efficiently in the forof a polyphase
Digital Filter Bank (DFB) as in Fig.1. The ordeype and the structural arrangement of these DFPRerdkon the
channelisation requirements (such as the numbersef channels, channel bandwidth and centre freig®nand
strongly affects the OBP implementatiofhe design of the digital filters (the requirements its passband ripple,
passband width, transition band width, stopbarehatition, guardband requirements), decision offiltee type, filter
structure and the calculation of the filter coafits are important design tasks for the realisatibthe DFB. On the
other hand, digital IIR filters are commonly igndrdue to linear-phase and flat magnitude resposgeinements for
distortion-free filtering, which can easily be abtd via the use of Finite Impulse Response (Filgr§. Although an
almost flat magnitude response is more realisticathievable using IIR filters, they cannot deliperfect linear phase
responses. There are several ways to linearisphthge response of an IIR filter. The strategy isnatly to make use
of allpass IIR filters and to design the linear ghaesponse by manipulating the filter coefficieRts the state-of-the-
art channelisers we have tested half-band IIRrél{&here conventionally half-band band FIR filtare used in the
reconfigurable digital OBPs) making use of Lowpass-owpass Frequency Transformation (LLFT) [2] éBalanced
Model Truncation (BMT) [3] techniques. The choick phase linearised half-band IIR filters was shotwnyield
savings in excess of 35% in comparison to their Ebdnterparts both in terms of area and power mhsisin in our
earlier studies [4] and demonstrated that IR iéltering in several advantages over FIR filters nvhsed in the OBPs
with minimal distortion on the phase achieving alp®-peak phase ripple of less than 2° acrospdksband region of
interest and comfortably within acceptable limits.

On the other hand, the DFT has an important roldemultiplexing Frequency Division Multiple Acce@SDMA)
signals. In a multi-standard receiver a reconfigleeDFT unit can be a solution to adapt the s#elink to various
communication standards. In a reconfigurable chizgerethe size of the DFT unit is correlated witte thumber of
channels to be served. Should the number of chautodde served change, then the size of the sjgoakssing unit
performing the DFT operation should also adaptsite to meet the varying number of channels. Tbeegfthe
reconfigurability concept can be realized with alDInit where its size is also adaptable. The ragandibility on DFT
units can be realized in two different ways: (1)c8mmodating various processing blocks with smaiees of DFT
units, and therefore using a variety of DFT sizeenegated by reconfiguring the connections
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in between individual processing units (2) DeploRReconfigurable DFT processing unit that changesize upon
user request. In the following section we will aglsly the reconfigurable DFT units, and their stmadtwarchitectural
implementation options.

Designing a Reconfigurable DFT Processing Block

DFT processing block is another important compowénbhe DFT polyphase DFB in Fig. 1. It should ket that the
DFT size, i.eK, is equal to the number of user channels in a Bpjroach. If the number of channels to be served is
subject to a change, then the size of the sigmalgssing unit that performs the DFT operation shalgo adapt its size
to meet the new number of channels. Thereforergbenfigurability concept can be realized in a Dt of adaptable
size. A straightforward approach to enable DFT afi@ns of reconfigurable sizes is to accommodatallemsizes of
DFT units within the processor. DFTs of any siza ba generated by reconfiguring the connectiorisetmveen these
processing units. This is indeed hardware inefficiend the reconfigurability of the connectionswestn each small
sized DFT unit could be power inefficient too. Ratlthan having many small sized DFT blocks, regurfible DFT
units should be designed, which size up on reqestping in mind thaK is a large number, which is the case in most
of DFT operations, it is a much more efficient agguh to divide & point DFT into smaller sizes of DFT units. The
Prime Factor Algorithm (PFA) enables the us&gfandK,- point DFTs to perform & point DFT, whereK= K;x K5,

if Ky andK, are co-prime. The Winograd Fourier Transform Aition (WFTA) is a good example of a PFA. The
minimum number of multiplications is achieved usMfnograd’s approach. The multiplications withinAéinograd
DFT unit are either real or imaginary, which avottle use of complex multipliers. DFT blocks, eitlmplemented
using the radices of powers-of-two or using the \WFd@an be cascaded to form a larger size of DF3hasvn in Fig.2.

If the individual DFT processing blocks are desijte be reconfigurable, different sizes of DFTs barobtained with
the structure as in Fig. 2. In Fig. B, modules have been deployed to effect the configuraeach of which is
controlled by a reconfiguration control input.

The basic structure of a DFT module is depictedriqp 3 [5]. As can be seen from Fig. 3, each DFTdute is
composed of four sectors. If the “Reconfigurabledule” is configured to perform a Radix-2 or Radiogeration,
then this would necessitate twiddle multiplicationghich are performed in the processing unit narfibdiddle
Multiplication”.
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Fig. 3. The basic structure of a DFT module in Rig.
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Fig. 4 Basic structure of a reconfigurable modul&ig. 3

On the other hand if the Reconfigurable Moduleipérform a Winograd FFT, the twiddle multiplicatistage should
be avoided and the results from the reconfiguratdelule should be stored directly in the memories/igied in the
design. It should also be noted that for some ef@FT Modules the twiddle multiplication is necaysaven if the
WFTA is implemented. This is due to the differenitsi not being mutually prime [5]. The reconfigulalmodule is
shown in Fig.4 [6]. Due to the nature of the WFT#e DFT should be performed in three stages; tvaeadtages and
a real multiplication stage. Depending on the sizthe DFT operation, the memory units set wittia structure store
the data and are accessed accordingly under thtofthe input selection units. It is also pddsito design a unified
structure of small sized WFTA units to implemerg tieconfigurable module. Various DFT sizes sucB-a8-, 4-, 5-,
and 7-point DFTs can be implemented in one uniffrdcture [7] and a set of control signals can seduto select
which DFT size to be utilised. There are possibtemsions to this approach, one of which is pipetinOur pipelined
5-point DFT approach presented in [8] (See Fig),5an be modified to be a reconfigurable DFT medwsing
Reconfigurable Multiplier Blocks (ReMB) [9], the westructure has reduced complexity associated thighuse of
general purpose multipliers in the unified approatiaking the structure more power and area efficithe DFT
Module given in Fig. 3 should be replaced by Figp & the well-known Cooley and Tukey method is disgtilising
radices of powers-of-2. This necessitates a Wlytteircuit for each DFT module and state storetsind store the
intermediate results while supplying input sign@ishe on-going butterfly operations as shown ig. E.b. Twiddle
multiplication is needed in some of the butterfhecations, where the twiddle factors can be geedrasing a twiddle
factor generator or alternatively be fetched froRead Only Memory (ROM).
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Fig. 5. (@) The plot on the top is the signal flgraph for a 5-point WFT and the plot on the botisrthe representation
of our pipelined design with seven stages. (b) D#dules for reconfigurability in mixed radix units




The two primary options to pipelined DFT butterfiyuctures are the Multipath Delay Commutator (MR2@Jl Single-
path Delay Feedback (SDF). The SDF is a highly gtecestructure over MDC as it can be implementexgua lower
number of multipliers and memory units [10]. RadlixRadix-4, Radix-2 Radix-Z and Radix-2 are most widely used
Radix units for the Radix Algorithm. The most imfzott difference between Radix-2 and Radix-4 is thatbutterfly
circuits are fully utilised when performing Radix#hile for Radix-2 they are utilised only for thalhof the number of
inputs. Radix-2 has been shown to have lower number of multipkers adders. It is also possible to have Radix-2
and Radix-2 but due to an increased complexity radices bey®rate regarded as being impractical [9]. It is fulssi
to have a reconfigurable DFT module capable of émpinting all Radices from Radix-2 up to Radi¥21]. This sort
of reconfigurability can be maintained by switchioff (clock off or clock gating) the earliest DFTodules and
feeding the data directly into the later stagess Thillustrated by the use of a multiplexer ig/5i.b [11]. This type of
reconfigurability makes it possible to have diff@rsizes of DFT lengths of order 2 (i.e. 2-4-8-16631-128-256...). As
can be understood, a finer resolution is not pdéessibing this type of reconfigurability with the da Algorithm. If a
DFT size of 2048 is being used and due to the sé@son the communication link the DFT lengthase decreased,
a length of 1024 is achieved by switching off orfigh® butterfly circuits. This type of reconfiguility is generally
adopted in OFDM applications (e.g. Digital SubserilLine (DSL), Digital Video Broadcasting (DVB) sidards)
where the OFDM sizes are in the orders of 2. Howefee digital channelisation a finer resolutiomoat be achieved
using this approach, and therefore the structurgigr8 with a mixed Radix and Winograd modules se¢mbe the
primary choice for the design of a reconfigurablTD

On the other hand, for I&-point DFT operation onlK/2 twiddle factors are needed. However, it is netassary to
store all the twiddle factors in a DFT operationd d is possible to store onK/8 twiddles and generate the rest from
the stored values, which means ok real numbers are needed. In our previous swaymber of Look Up Tables
(LUTs) were used to store the twiddle factors aretenreplaced by a single LUT and an address gemenas
proposed to enable the use of this LUT for suppgrthe twiddle operations [12]. The storage stiatefpr the twiddle
factors is another concept to bring in savings limtierms of circuit complexity and power consuropti

Critically Sampled / Reduced over-Sampling Channesiation

The applicability of polyphase quadrature mirrdtefis to a space frequency demultiplexing/re-migimg switching

solution [13] was also investigated for On-Boardgassors. The specific interest in this methodhad it appears to
allow the transmission of channelised data crityeshmpled between the demux and remux sectiotiseoprocessor,
which reduces the data rate requirement for thegqwsor interconnect. This interconnect data rasenjor driver on
the power dissipation and bandwidth capabilitiestii@ switch network in high throughput transpangmcessors. As
the processing technology performance improves,‘thierconnect bottleneck” becomes progressivetyanimportant

than the amount of arithmetic executed in the chhsation processing.

The principle of the algorithm is to divide the & into multiple bands using a filter and decimeaféhout loss of
information. The algorithm then re-combines thenalgusing a complementary filter with arbitrarilynall signal
distortion. The filter properties required are:

e The aliasing components introduced by the decimgafitter precisely cancel those generated by the
multiplexing filter.

* The filter frequency responses seen at the chaeukelevel overlap and add in such a way that theposite
frequency response is nearly flat for all frequesci

» These properties are simply achieved by constrmithia filter response in the transition bands.

Such algorithms are typically used in sub-band mgdipplications when a wider bandwidth signal iscsheposed into
two or more sub-band signals which are subsequeatdgmbined to reconstruct the original signal.sTapproach
works well to support near-perfect reconstructibwimle channels from a multiplex of contiguous warrsub-channels
in a satellite communications application but faitshe boundaries between channels routed diffgrerhe reason is
that, where perfect reconstruction is not requirbe, expected cancellation between aliased subrelgmioes not
occur and generates spurious signals in the adjacdnchannel. As a consequence it is necessaigute a “guard”

sub-channel either side of each wide channel, limgehe spectral efficiency. To recover this e#fiaty it is necessary
to construct a filter bank with twice as many chalaras for the oversampled case, negating the sayaof the critical

sampling in those applications requiring a largenbar of non-contiguously routed channels. For boaad scenarios
in which a large number of sub-channels is useahgmily to provide flexibility in bandwidth for a saler number of

wide channels, however, the savings in interconbgatsing critical sampling can be significant. Adified algorithm

was proposed whereby a conventional oversampled-lS€d filter bank can be converted to a criticaliynpled

version using a tiny conversion stage. This allaxsommon design to be reconfigured to select thee rappropriate
choice between oversampled or critically samplegration for different applications.



Table 1. Narrowband channeliser scenario summary

Function Ref. Reduction Basis for reduction
Contribution

Interconnect 42% 15% 2-bit companding

Digital Filtering/DFB 36% 35% IIR design

DFT Processing 9% 16% DFT using Reconfigurable

Multiplier Blocks
Twiddles 11% 15% Efficient Coefficient Store
Other 3% 0%

Companding of Interconnect Data

The name "Companding" comes from the combinatioriGafmpressing” + “Expanding” and refers to methais
reducing the data rate at particular points withinlata processing algorithm. Since interconnedbandwidth is a
major factor in the power consumption of the refieeon-board processing architectures, compandingeduce that
bandwidth while at the same time having a neglaibipact on the end-to-end performance. The compgrghould

be applied on the links between the ASICs as apanm@nt process that is not visible to the othecgssing algorithms
within the ASICs.

Companding schemes based on entropy coding of dakeand imaginary parts of each complex sampleubf s
channelised data transmitted between ASICs has ibeestigated and a large number of coding scheanalysed to
select the best performing ones. These schemesageithe precision used to represent small sighale expense of
lower precision and increased quantisation noisdaime signals. Because the signal statisticshaeily weighted

towards low amplitude values, this results in a petformance improvement, or data reduction for dagne

performance. Using coding schemes with very low langentation costs it is typically possible to reeluihe

interconnect wordlength by 2 bits with little losé performance, resulting in a 15% saving in inb@mect on 12-bit
data words.

SUMMARY OF RESULTS

To evaluate the performance of each technique ditetiis article a flight-representative referer@BP design has
been chosen and individual savings contributed dnhdechnique to the total power dissipation wedeuated. We
observed that between them they tackle all the maimer contributions in the reference DSP architexst and most
can be used in combination to deliver cumulativergrosavings. The quantitative overall savings ddgesavily on the
target technology and the system scenario. Techggbarameters affecting this include the relativatabutions of

interconnect, RAM and combinatorial logic to themgo dissipation. System parameters include thelmortiwidth, the
sub-channel granularity, the guard band width tthffic capacity and the amount of digital beanwriarg required. For
the selected narrowband communication scenarioowitldigital beam-forming, the main power contribat in the

reference design are split between functions asvshim Table 1. The biggest savings are due to déotemect

companding and the use of IIR filters. On the othand the Reconfigurable DFT processing is curyeantider

investigation by the authors and will be reported ifuture article.

CONCLUSION

In this paper a number of DSP techniques and aathites are exposed that improve the efficiency and
reconfigurability of the digital On-Board Process¢©BPs) for satellite communications. The mairufoof this work
was set to be the channelisation of the incomirgtspm using DFT polyphase Digital Filter BankseTdesign of the
filter bank making use of Infinite Impulse Resporigeers brought in noteworthy savings both in terstructural
complexity as well as reducing the power dissipatibthe channelisation unit within the digital OBFhe motivation
here was to design IIR filters that can replacerthéR filter counterparts. It has been observedt thR filter are
capable of undertaking the DFB tasks causing onigisimal distortion in the phase response. On ttierohand
reconfigurability on the number of user channeld bandwidth can be achieved utilizing a reconfigle@FT unit. In
this paper we have reported on efficient DSP dfimest to deliver a reconfigurable DFT operation. ngsi
Reconfigurable Multiplier Blocks (RMBs) the compiigxof the reconfigurable DFT processor was redueeabling a
cost effective realisation. Furthermore, we haw® ahvestigated the companding and critical sargpi@chniques as
well as efficient coefficient store strategies aadle to digital OBPs. How much each of theseneglkes contribute to
the reduction in the overall power consumption mitthe processor has been shown in this articleiahds been
observed that the biggest savings are due to onesxt, companding and the use of IIR filters, wtitihe other
proposed techniques achieved moderate savings too.
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