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Abstract

“Disinformation” is false or misleading information that is deliberately created or spread.
In recent years, social media platforms have been used to rapidly disseminate
disinformation for personal, political, and financial gain, or by those wishing to cause
harm. Yet how far disinformation will digitally spread is also dependent on whether other
users interact with it, regardless of whether they know it is inaccurate or not (i.e.
“misinformation”).

A series of five studies within the present thesis has therefore sought to understand if social
media users are more likely to amplify the spread of misinformation and disinformation
that allows them to express their identity and beliefs. It also investigated whether
misinformation and disinformation are morally evaluated in the context of social identity,
and whether any identity-related adjustments can help explain intentions to spread the
content further.

Study 1 used a correlational design to explore whether degree of belief consistency
influenced intentions to digitally interact (like, share privately, share publicly) with
misinformation. Participants (N = 218) were presented with a series of 12 misinformation
posts about the UK Government’s handling of the COVID-19 pandemic (framed either
“favourably” or “unfavourably”) and misinformation about the risks of the COVID-19
virus (framed to either “minimise” or “maximise” risk). Related beliefs were also
measured (i.e. trust in the UK Government’s handling of the pandemic and perceived risk
of COVID-19). Greater belief consistency predicted increased intentions to interact with
misinformation. After informing participants the content was inaccurate, the degree of
belief consistency also predicted the moral acceptability of spreading disinformation. The
findings suggest that users may be more lenient towards and more likely to amplify the
spread of inaccurate content when it is consistent with their beliefs about an issue.

Study 2 examined whether users would be more morally lenient towards misinformation
or disinformation that may allow them to make favourable comparisons of their ingroup.
London-based Conservative and Labour voters (N = 206) were recruited in the run up to
the London mayoral elections in 2021. An experimental 2x2 between-groups design was
employed, where participants were shown a social media post featuring fabricated
information which either supported or undermined their own or the opposition party.
Participants were more morally lenient towards spreading misinformation and
disinformation that could help their ingroup (i.e. supported their ingroup or undermined an
outgroup). However, exploratory analysis suggests that biased moral judgements of
disinformation may have been driven by Conservative voters only.

A new scale was then tested and developed within study 3 which incorporated digital
actions that can potentially help reduce the wider spread of a post, as well as those which
may amplify it further. This study replicated study one with the new scale (N = 251) and



showed that degree of belief consistency predicted the likelihood of contributing to the
onwards spread of misinformation. It was also found that users may be more morally
lenient towards spreading belief-consistent misinformation, and that such leniency can help
explain (but does not entirely mediate) the relationship between belief consistency and
spread.

Study 4 used a 2x2 between-groups design to test the effect of message framing (i.e.
positive or negative) and fact-check tags on moral evaluations of misinformation and
understand how any moral leniency may influence intentions to spread. Supporters of 5
English Premier League teams (N = 262) were recruited and shown inaccurate posts about
their own team. Moral judgments were again biased in favour of the ingroup, even when
participants were aware the information was untrue, and helped to explain increased
intentions to spread the content further. Participants also provided written explanations to
support their responses which were analysed against the Extended Moral Foundations
Dictionary. The computational text analysis indicated that engagement with “fairness”
related values differed across the four conditions. Specifically, participants were least
likely to consider fairness when presented with positively framed ingroup misinformation,
and this reduced consideration of fairness was related to increased moral acceptance of
posts generally. Moreover, despite the content being unrelated to politics, political
asymmetry was again observed in moral judgements of ingroup supporting disinformation.
The findings indicated that politically left-leaning participants may have been more likely
than others to consider fairness when making evaluations of identity-affirming
disinformation.

Finally, two moral reframing interventions were developed in study 5 which aimed to help
reduce intentions to spread identity-affirming misinformation. These appeals framed the
sharing of unverified content as violations of individualising moral values (fairness, harm)
or violations of binding moral values (loyalty, authority, sanctity) and were tested
alongside a pre-existing accuracy nudge intervention in a 3x2x2 between-groups design.
Democrat and Republican voters (N = 508) were recruited in the run up to the 2022 US
mid-term elections and shown political misinformation that positively compared their own
party to the opposition. Both moral appeals were more effective at reducing moral
acceptability and intentions to spread misinformation than pre-existing accuracy nudge
interventions, but only in Democrat voters. The findings indicate that accuracy nudges may
dissuade strong identifiers from amplifying misinformation further but have no influence
on moral evaluations. In contrast, any reduced intentions to spread misinformation after
viewing a moral appeal may be explained by adjustments to the perceived moral
acceptability of spreading the content further.

Together, this research demonstrates that moral evaluations of misinformation and
disinformation are situational and change in relation to the viewer’s social identity. The
present thesis also provides insight into the role of moral cognition in influencing decisions
to spread misinformation and disinformation. It also may help explain why certain users
may appear more susceptible to spreading inaccurate content generally.



Table of Contents

AADSTFACT ... bbbttt bt bttt nenres i
S 0 = o] TS IX
LISE OF FFIQUIES ..ot e et e s e et e e s e e saeeabeesreeenae e xi
LISt OF APPENTICES ...ttt bbb xiii
Publications & CONTEIENCES ........coviieiiiiiee bbb XV
ACKNOWIBAGEMENTS ...t nb bbb XVi
AULHOY’S DECIATALION ......................cccveiiiiiiieie et XVii
Chapter 1. INTrOGUCTION .......oouiiiiiiiee e 1
1.1. Background and Rationale for the ReSEarch ...........ccccoveviiecieie s 1
1.1.1. Gaming Algorithms to Amplify Disinformation Spread..........cccccocvevvviiiieiiesinnie s 2
1.1.2. Current Disinformation Research in PSYChOIOQY ........c.ccvrvirniiriiiiiiiese e 4
1.1.3. SOCIAl IAENTILY TREOIY ...eviiiite ittt bbbt e bbb sre e nnas 5

1.2. Research Objectives and QUESTIONS .........ccoiiuiiiiiiii e 6
1.3, OULHNE OF TRESIS ..vvitiiiiiieieiee sttt bbb 7
Chapter 2. LIterature REVIEW ........ccuviiiiiiie ettt 10
2.1, SEAICI STFALEQY ....eveveeeieieie ittt ettt 10
2.2. Perceptions of DisSinfOrmMation ............ccooe i 14
2.2.1. Citizens’ Interpretations of “Disinformation” ..........c.cccocveiiiiiiiiiieniie e 14
2.2.2. Morality and DiSINFOrMALION ..........ceiiiriiiiiiie ettt 15
2.2.3. Perceived Vulnerability of Self and Others to Disinformation.............ccccocevvvireineineincineenes 17

2.3. Identifying DiSINFOrMATION ........ccooviiiiiiiece s 20
2.3.1. Platform Design and POSE FEATUMES ........c.oiiiiieiii ittt 20
2.3.2. Pre-Existing Attitudes and BelIEfS.........cooviiiiiiiie s 22
2.3.3. ClasSICal REASONING ......cueeetiietiiietiiieti sttt ettt b et b et b e bttt bbb bt b e anes 24
2.3.4. Accessibility and Identification — Influence of Plausibility, Exposure, and Prior-Knowledge..... 26
2.3.5. MOtIVAtEd REASOMING ... ceuiiuieiiiiiitietes ettt ettt ettt eb e b e sbe b e be b sbesbe e e neeneas 29
2.3.6. Influence of Social Identity on User-ldentifications of Disinformation..............c.ccocvenniinnennn. 30

2.4. Amplifying the Spread of Disinformation via Social Media Interactions...................... 33
2.4.1. BelieViNG the CONTENT .......couiiiiiiii ittt b et b e sbe bbb e sneneneas 33
2.4.2. Trust Within Social Media PIatformS .........c.cceriiiiiiiireiieiee e 34
2.4.3. ldeological Differences or Simply Appealing to Political 1deology?........cccccoevivviivviiieiieiienenenn, 36
2.4.4. The Influence of EMOtioN and AFFECT..........oeiriieiii s 38

2.5. Social Identity and the Spread of Disinformation .............c.cccocviiviiiicc v 41



2.5.1. The Digital Audience — Norm Conformity and Echo Chambers ............ccccooiiiiiiiiiiic e, 41

2.5.2. Disinformation as a Means for Expressing Positive DiStiNCtIVENESS ..........ccooviirinienenenenenenn. 44
2.5.3. The Impact of Identity Threats on Disinformation SPread.............ccccooiveiinienieniniene s 47
2.6, CONCIUSION ...ttt 50
Chapter 3. MethOUOIOgY .......ccuiiiiiieieiee e 52
3.1. Epistemological POSITION ........c.ccoeiiiiiiiic e 52
3.2. Methodological APPIrOAChES ..........cccv i sre s 54
3.2.1. Internet ReSearch MEthOUS ...........cviiiriiiici s 54
3.2.2. Statistical Analysis and Open ReSearch PractiCeS ........ccovivviireiieriinicieieeiecee s s 56
Chapter 4. STUAY ONE .....ooiiieiie ettt e e et e sae e aree e 57
A1, INEFOUCTION ...ttt bbbt b ettt eb b 57
4.1.1. Social Media Platforms as Social ENVIFONMENTS ...t 59
4.1.2. Personal Beliefs and the Spread of MisSinformation .............cccecveiieinenniensese e 62
4.1.3. Self-Expression, Disinformation and “The Truth”..........c.cccreiiiiineiiinnesese e 63
4.1.4. Morality and MiSINFOIMALION ........oouiiiiiiiiiici e e 65
4.1.5. Te PreSENE STUAY ...c.ecuviiriiieicieee ettt et b e b et e te b e st e besaesbesbesresnenee e nes 66
B.2. IMIBENOM ... 69
4.2.1. Development OF SHMUII ..o e e 69
4.2.2. IMTIN STUAY ...t bbbt bbbt b ettt eb et nen e 75
4.3 RESUITS.....ece s 79
4.3. 1. PlANNEU TESES ...ttt bbb bbbttt n et 82
4.3.2. EXPIOratory ANAIYSES.......coiiiiitiieie ittt bbb bbb e 88
A4, DISCUSSION ..ottt b bbb r s e bbb et b e an e n e 93
A4, 1. CONCIUSTON ..ot bbbt b bbbt 101
Chapter 5. STUAY TWO .....cuiiiiiiiieee bbb 103
TR I 1) (T W 1 o] o PR 103
5.1.1. Automatic Intuitions in Moral COgNItIoN ..........ccceoiriiiiiiire s 104
5.1.2. Protecting the Moral Self From Threats Posed by “Disinformation Spread”..............cccccovvrvnnne 105
5.1.3. Groups and Morality: Norms, Identity Threats and HYPOCKiSY .........cccoeviriiireiniiiinccecnes 107
5.1.4. Moral Dilemmas and the Shifting of Moral PrinCiples ...........cccoceoriiniiniiiiecc e 109
5.1.5. Political Orientation and Differences in Moral Cognition ...........ccccooeieieriicieieecee e 112
5.1.6. TNE PrESENT SEUAY .....cviiviitiitiitiite ettt b ettt ettt eb et e besbesbenbesne 113
oI |V -1 1 o o PR 116
5.2.1. Development OF SHMUII ..ot 116
5.2.2. IMTIN STUAY ...ttt bbbt bbb bbbttt 120
5.3L RESUITS ...t 124



LR I8 N o I 101 0 1<T0 I =T SRRSO 125

5.3.2. Further EXploratory ANAIYSES ........coiiiiiiiieieeee ettt ettt sbe b b sne s 128
ORI [~ B £S3] T  PR 136
LT I 3 Tod 1] o] OSSR R TSS 142
Chapter 6. StUAY TRIEE ..o 144
B.1. INEFOTUCTION ..ottt sttt b b 144
6.1.1. The Algorithmic Amplification of DiSiNformation ..........c.ccocevereieicieici e 144
6.1.2. Intervening in the Spread of a Social Media POSt...........ccccceveieiiicicreeee e 145
6.1.3. Affect, Morality and Engaging in “Immoral” Behaviour............ccccoceiviiiiiininiiiiinc e 149
6.1.4. THE PrESENT STUAY ....veveiviiete ettt bbbt b bbb 152
LT 1Y, 1= 1 To o [ RSP SRPRO PR 154
6.2.1. Materials @N0 IMBASUIES ........cveeeeeeeeieseeeesteseseesee e seesteseeseessesteseeseeseeseeseenseseesesseasessessessesseseessens 154
6.2.2. PAITICIPANTS ...e.veieiteiete ettt bbbt b bbbt b et b et ekt sttt sb bt b et ab et be e 156
6.2.3. DALA ANAIYSIS. ...ttt bbbttt bt 157
TG I =TT || PSSP 158
TR TR o 10T =0 R (=T SRS 159
6.3.2. EXPIOratory ANGIYSIS ......covouiiiiiiiiiieciee ettt 167
R 11T o 1S3 o] o RSSO 169
T 0o 2 Tod [0 o o ST 174
Chapter 7. STUAY FOUT ..ot 176
% R 1 (T o 1 o] o PP PR 176
7.1.1. Identity Threats Within Social Media CONENL.............coeiieiiie i 177
7.1.2. Identity Threats and Adjustments in Moral JUAGEMENT..........ccceiveieieiieieci e 179
7.1.3. Political Ideology and Moral JUAGEMENTS ........cccvveieiiieiesee et 183
7.0.4. THE PrESENT SEUAY ....veieieiete ettt ettt b e ettt bbb se b 185
T.2. IMIBENO0 ... bbbttt 187
7.2.1. Development of Stimuli and Pilot STUAY ........cccoviiiiiiie e 187
7.2.2. IMIAIN STUAY ...ttt ettt b et b et b et b ettt e et sttt sb et e st e b e anene b e 191
7.3, RESUITS ...ttt b et R bbbttt n s 198
S T R o =10 =T =T OSSO P SO PRPRSOPRTROON 199
I = d o] (o] 1 o) Y A = )£ TSP 207
T, DISCUSSION ...ttt sttt bbb bbb e stk b b et et b ek e s b b et e e e bt et enbe b neas 217
74,1 CONCIUSION ..ottt ettt ettt bbbt b et b et b et et ne et sb et e sr et e sbebeabenenbeneas 222
Chapter 8. StUAY FIVE.........oiiee ettt esre e 223
ST ) (T W 1 o] o ST 223
8.1.1. Current Misinformation INtErVENTIONS ..........ccuoiiiiiieie e 223



8.1.2. Perceptions of “Accuracy” — Motivations and Political Orientation.............cc.cccveiireinennennne 226

8.1.3. Moral Reframing INTEIVENTIONS ........cc.oiuiiiiieiiiec e sae 228
8.1.4. THE PreSENt STUAY .....c.eeiuiiiiiie ettt sttt sttt e b e ae et e e neesbe e b e saeenaesneesreaneas 229
ST |V 1 1 o o PR 233
8.2.1. Development of Stimuli and POt STUAY .........ccooiiiiiiiie e 233
8.2.2. IMIBIN STUAY ...ttt bbb bbbttt 235
B3 RESUITS. ...ttt bbbt b e R et bt et benre et e e e 241
8.3, 1. PlANNEA TESES ...ttt ettt sttt sttt ettt bbbt bt b bbb e et et e s et et ebe et e be bt be b nne 242
8.3.2. EXPIOratory ANAIYSIS .....oouiiiiiiieiieiteie ettt bbb e ettt b e b nne 249
ST I (ST B £3] T S P SS 259
B4 L. CONCIUSION ...ttt bt bbb e e e et e b et et et ebe et e e beabeebenbenne s 263
Chapter 9. General DISCUSSION .........cc.coviiriiriiiiriresieiee ettt 264
9.1 INTFOTUCTION ..ttt bbbttt st ne et ben s 264

9.2. Research Question 1: Are Individuals More Likely to Contribute to the Spread of
Disinformation When the Message Appeals to Group-Related Beliefs, Attitudes, or Values?

.................................................................................................................................................... 265
9.2.1. Degree of Belief Consistency Influences Intentions to Spread Misinformation ...............cc........ 265
9.2.2. Spreading Group-Related BeliefS..........cocuiiiiiiiiii i 267

9.3. Research Question 2: Do Moral Judgements of Spreading Identity-Related

Disinformation Differ According to the Content’s Potential Benefit for the Ingroup?..... 269
9.3.1. Ingroup Biases in Moral Judgements Of SPread...........ccveireiniiinenience e 269

9.4. Research Question 3: Do Identity Threats Influence the Moral Judgments of

Spreading Identity-Related DiSiNfOrmMation?...........ccccoiriiiniiineieesee e 270
9.4.1. Distinctions Between Evaluations of Disinformation and Misinformation ............ccccccvvevnene 271
9.4.2. Group-Directed Threats: Motivated to Question Content ACCUaCY ........ccvevveveeevrieriesesinsienenns 272
9.4.3. No Threat: Content May Provide Users with Opportunities for Self-Expression..........c..cc..c.... 273
9.4.4. Self-Directed Threat: Potentially “Useful” Content May Present a Dilemma ............cccoeevnnennne 275

9.5. Research Question 4: Do Moral Processes Play a Role in the Contribution to

DisSiNfOrmation SPread? ..o 277
9.5.1. Levels of Acceptability Guide Users’ Intentions to Spread Misinformation ............ccccceeverernnen. 277
9.5.2. Possible Reliance on Moral Intuition to Guide Evaluations of Content..........cccocooveevinnennne, 278
9.5.3. Moral Reasoning May Help or Hinder Disinformation Spread............cccccceovvinniinnincineinens 280

9.6. OTNET FINGINGS ...ttt bbbttt bbbttt n s 281
9.6.1. Self-Directed Threats Could Help Explain Political ASymmetry...........ccccoeovvinniiniineinenns 281
9.6.2. Moral Foundations Theory and DiSinfOrmation ............ccoeoereiiriiniiiense e 284
9.6.3. Methodological IMPIICAIIONS .........cceiiiiiiiie e 288
9.6.4. Implications for Current INtEIVENTIONS ..........ccoiiiiiiiniie et 291



0.6.5. LIMILATIONS ..ottt ettt et e et e e st e e e bt e e e eat e e e st e e e sbbe s e saaaeesebbeesasbasesasesssbenesasbasesans 294

9.6.6. Recommendations for FULUIre RESEAICH .........ccoiiiiiiiiiie e 296

TR O o] 115 T o IR 297

[ E] o] =] 00 300
F Y o] 01 o [ Tor =SOSR 345

viii



List of Tables

Table 2.1 List of Search Strings Used for Literature SEarches.........c.coccoovvvveveieie i v s 12
Table 4.1 Mean Favourability Ratings of Political Stimuli.............cccoo i, 73
Table 4.2 Mean Risk Ratings of Virus-Related Stimuli..............cooeoiiiiiiniiieesee 74
Table 4.3 Participant Demographics for Study ONe ..........cccoiiiieiiiiiiie e 75
Table 4.4 Summary of Descriptive Statistics by Misinformation Category..........c.ccccevvvvrvirenenienns 79
Table 4.5 Summary of Regressions Predicting Interactions with Political Misinformation............ 84
Table 4.6 Summary of Regressions Predicting Interactions with Virus Misinformation................. 85

Table 4.7 Summary of Regressions Predicting Moral Judgements of Political Disinformation ..... 86

Table 4.8 Summary of Regressions Predicting Moral Judgements of Virus Disinformation........... 87
Table 4.9 Summary of Regressions by Interaction Type with Unfavourable Misinformation ......... 88
Table 4.10 Summary of Regressions by Interaction Type with Favourable Misinformation........... 89
Table 4.11 Summary of Regressions by Interaction Type with Maximising Misinformation........... 89
Table 4.12 Summary of Regressions by Interaction Type with Minimising Misinformation ........... 90

Table 4.13 Correlations between Interactions and Moral Judgements by Misinformation Category

.......................................................................................................................................................... 90
Table 5.1 Mean Favourability Ratings of Misinformation Stimuli .............cccccccoeveiii e, 120
Table 5.2 Participant Demographics for StUdY TWO .......ccccveviiiiiiic e 123
Table 5.3 Summary of DesCriptive STALISICS .......cccveiiveiee e 124
Table 5.4 Differences Between Moral Judgements of Misinformation and Disinformation.......... 127

Table 5.5 Three-Way ANCOVA Statistics for Moral Acceptability of Sharing Misinformation .... 132
Table 5.6 Three-Way ANCOVA Statistics for Moral Acceptability of Sharing Disinformation .... 134

Table 5.7 Three-Way ANCOVA Statistics for Likelihood of Reporting Disinformation ................ 135
Table 6.1 Participant Demographics for Study ThIree.........cccooeiiiiiii i, 157
Table 6.2 Summary of Descriptive Statistics by Misinformation Category...........cccooeevvvvienivnninnns 158
Table 6.3 Cronbach Alpha scores for Individual Disinformation Items.............ccccevvvivviveennneenn. 159

Table 6.4 Summary of Regressions Predicting Intentions to Spread Political Misinformation..... 162

Table 6.5 Summary of Regressions Predicting Moral Judgements of Political Misinformation ... 163

Table 6.6 Model Coefficients for Mediation Model for Unfavourable Misinformation................. 165
Table 6.7 Model Coefficients for Mediation Model for Favourable Misinformation .................... 166
Table 7.1 Favourability Ratings of DiSinfOrmation .............ccccerereiiininiieeeeeees e 190
Table 7.2 Participant Demographics for Study FOUT...........cccoiiiiiiiiie e 197
Table 7.3 Summary of DeSCriptive SatiSICS ..........ccveririeiiiie e 198
Table 7.4 Ordinary Least Squares Regression Coefficients From a First Stage Moderated
Mediation Model Predicting Likelihood of Contributing to Spread ..........cccoocvievieiiecie e, 206
Table 7.5 Spearman’s Correlations of Moral Foundations, Spread and Moral Judgements by
(00 o [ 1T o ST 208

Table 7.6 MANCOVA Between-Subjects Effects of Moral Domain Scores by Valence and Tag... 209
iX



Table 7.7 Ordinary Least Squares Regression Coefficients From a First Stage Moderated

Moderated Mediation Model Predicting Moral JUAQEMENLS ..........ccoviireiciininine e 214
Table 7.8 Spearman’s Correlations Between Moral Foundation (MFQ) & Domain (MDP) Scores

........................................................................................................................................................ 216
Table 7.9 Spearman’s Correlations Between Moral Foundation (MFQ) & Fairness (MDP) Scores

........................................................................................................................................................ 217
Table 8.1 Mean Moral Ratings (Binding & Individualising) for Moral Reframing Appeals......... 235
Table 8.2 Participant Demographics for Study Five by Political Affiliation...............c.cccevenenee. 240
Table 8.3 Summary of DeSCriptive StatiStICS .....ccviveiiiiiiir e 241
Table 8.4 Three-Way ANCOVA Statistics for Moral Acceptability of Spreading Misinformation 242
Table 8.5 Two-Way ANCOVA Statistics for Moral Judgements in Republican Voters.................. 245
Table 8.6 Three-Way ANCOVA Statistics for Intentions to Spread Misinformation ..................... 246
Table 8.7 Two-Way ANCOVA Statistics for Likelihood of Spread in Republican Voters.............. 249
Table 8.8 Two-Way ANCOVA Statistics for Moral Judgements in Democrat Voters.................... 250
Table 8.9 Two-Way ANCOVA Statistics for Likelihood of Spread in Democrat Voters................ 250

Table 8.10 Spearman’s Correlations of Moral Judgements & Spread with Political Orientation 251
Table 8.11 Ordinary Least Squares Regression Coefficients from a First Stage Moderated
Mediation Model Predicting Intentions to Spread Misinformation .............ccccoovvvneneiiininenenns 254
Table 8.12 Spearmans Correlations of Moral Judgement & Spread with Strength of Identity ..... 255
Table 8.13 Ordinary Least Squares Regression Coefficients from a First Stage Moderated

Mediation Model Predicting Intentions to Spread Misinformation ...........cccccccoevevivniieciie v eneenne. 257



List of Figures

Figure 4.1 Piloted Political Stimuli for Study One: “Favourable” and *“Unfavourable” Towards

10T O NG €10 0111 o OSSPSR 71
Figure 4.2 Piloted Virus Stimuli for Study One: “Minimising” and “Maximising” the Threat of the
COVID-19 VITUS. ot ittetieite sttt sttt te ettt s e se et et e s te et esteste e s e saesbeateesbestesseestestesneessentestaeneentenreas 72
Figure 4.3 Histograms of Interaction Variables for Individual Misinformation Categories........... 81

Figure 4.4 Histograms of Moral Judgement Variables for Individual Misinformation Categories 82

Figure 4.5 Mean Likelihood of Interacting with Misinformation Split by Political Party............... 92
Figure 4.6 Mean Moral Acceptability of Disinformation Split by Political Party. ............cc.ccce.e. 93
Figure 5.1 Misinformation Stimuli for Study Two by Political Party ...........c.ccocovvveiiininenenns 118
Figure 5.2 Estimated Marginal Means of Moral Judgements of Sharing Misinformation............ 126

Figure 5.3 Mean Moral Acceptability Scores for Sharing Misinformation and Disinformation... 128

Figure 5.4 Estimated Marginal Means of Moral Judgements of Sharing Disinformation ............ 129
Figure 5.5 Estimated Marginal Means of Likelihood of Reporting Disinformation...................... 130
Figure 5.6 Mean Misinformation Moral Judgement Scores Displayed by Political Party............ 132
Figure 5.7 Mean Disinformation Moral Judgement Scores Displayed by Political Party ............ 133
Figure 5.8 Mean Likelihood of Reporting Disinformation Displayed by Political Party............... 136
Figure 6.1 Histograms of “Spread” (Study Three) vs “Interaction” (Study One) Scores ............ 160

Figure 6.2 Standardised Coefficients for the Relationship Between Trust and Likelihood of
Spreading Unfavourable Misinformation Mediated by Moral Judgements............ccccovvvvirenenen. 165
Figure 6.3 Standardised Coefficients for the Relationship Between Trust and Likelihood of

Spreading Favourable Misinformation Mediated by Moral Judgements..........c.cccocevvvviieriesnnnne. 167
Figure 6.4 Estimated Marginal Means of Likelihood of Spreading Misinformation.................... 168
Figure 6.5 Estimated Marginal Means of Moral Acceptability of Spreading Misinformation...... 169
Figure 7.1 Examples of Study Four Stimuli by CONdition............cccociiiiiiiiiiciii e 189
Figure 7.2 Estimated Marginal Means of Spread by Post Valence and Tag Inclusion ................. 201

Figure 7.3 Likelihood of Engaging in Specific Digital Interaction by Valence and Tag Inclusion

Figure 7.4 Estimated Marginal Means of Moral Judgements by Valence and Tag Inclusion....... 204
Figure 7.5 Conditional Indirect Effects of Content Valence and Intentions to Spread via Moral
Judgement, With and Without a Fact-Check Tag..........ccceouriririiiiiiiie e 205
Figure 7.6 Mean Probability of Engaging with a Specific Moral Domain by Valence and Tag ... 210
Figure 7.7 Standardised Coefficients for the Relationship Between “Fairness” MDP and

Contribution to Spread Mediated by Moral JUAQEMENLS ..........ccccveviiiiiecicc e 211
Figure 7.8 Conditional Indirect Effect of Political Orientation on Moral Judgements via Fairness

EVAIUBLIONS ... bbb et 213
Figure 7.9 Conditional Effects of Valence and Tag on Engagement with Fairness Domain ........ 215



Figure 8.1 Moral Reframing Appeal Stimuli for Study FIVe ..o 233
Figure 8.2 Misinformation Stimuli for Study Five by Political Affiliation............c.ccccooviviininnns 238
Figure 8.3 Estimated Marginal Means of Moral Judgement by Moral Appeal and Accuracy Nudge

Figure 8.4 Estimated Marginal Means of Moral Judgement by Moral Appeal and Political
AFFITTATION ...ttt bbbttt 244
Figure 8.5 Estimated Marginal Means of Spread by Moral Appeal and Political Affiliation. ...... 247

Figure 8.6 Estimated Marginal Means of Spread by Accuracy Nudge and Moral Appeal. .......... 248
Figure 8.7 Unstandardised Coefficients for the Relationship Between Political Orientation and

Likelihood of Spreading Misinformation Mediated by Moral Judgements............cccoceveveevieiiennee. 252
Figure 8.8 Conditional Effect of Political Orientation on Moral Judgement.............cccccovenennenne 253

Figure 8.9 Unstandardised Coefficients for the Relationship Between Strength of Identity and
Likelihood of Spreading Misinformation Mediated by Moral Judgements............ccccccoovvveieiennns 256
Figure 8.10 Conditional Direct Effect of Strength of Identity on Intentions to Spread

Y LIS (o] A= o PRI 259

Xii



List of Appendices

Appendix A Ethics Application for Study One (Pilot) ... 345
Appendix B Ethics Application for Studies One (Main) and Three..........cccocvivvineneinisenenens 349
Appendix C Citizen Trust in Government Scale - Grimmelikhuijsen & Knies, 2015..............c....... 353
Appendix D COVID-19 Perceived Risk Scale - Yildirim & Giiler, 2020 ..........cccoovvveiciiinennnnns 354
Appendix E Histograms and Q-Q Plots for Main Variables (Study ONne)........c.cccceveviviveveriennnnn, 355
Appendix F P-P Plots of Residuals for Planned Regressions ..........cccccveveevieveneiiieseseseesiesiesneas 356
Appendix G Ethics Application for Study Two (Pilot & Main) .........cccocoviieviiiniiie e 357
Appendix H Summary of Study Two Results with Excluded Participants ............c.ccoceeviviincnennns 365
Appendix | Histograms and Normal Q-Q Plots for Main Variables (Study TWO) .........cccccvcenvenae 368

Appendix J Histograms and Box Plots for Moral Judgements of Misinformation by Condition... 369
Appendix K Histograms and Normal Q-Q Plots for Moral Judgement Change...........cc.cccccevveneas 370
Appendix L Wilcoxon Signed Rank Tests of Differences Between Moral Judgements of
Misinformation and DiSINfOrMALION ............coiieiiiiiie et 371
Appendix M Histograms and Box Plots for Moral Judgements of Disinformation by Condition . 372
Appendix N Histograms and Box Plots for Reporting Likelihood of Disinformation by Condition

Appendix O Histograms for Moral Judgements of Misinformation by Condition and Party ........ 374

Appendix P Histograms for Moral Judgements of Disinformation by Condition and Party ......... 375
Appendix Q Histograms for Reporting Likelihood of Disinformation by Condition and Party..... 376
Appendix R Pre-registration of Study Three via ASPredicted...........ccocoevviiiniiiniineiiccenes 377
Appendix S Histograms and Q-Q Plots for Main Variables (Study Three)........cccccceovvivvveienienenn, 380
Appendix T P-P Plots and Scatterplots of Residuals for Planned Regressions ...........cc.cccceevenees 381
Appendix U Ethics Application for Study Four (Pilot & Main) .........ccccccvvveivieiiiniesie e 382
Appendix V Moral Foundations Questionnaire — Grahamet al., 2011 .........cc.ccooiiiriivicnnnne 389
Appendix W Moral Foundations Questionnaire (Liberty Items) —R. lyer et al., 2012................. 391
Appendix X Planned Tests with Excluded Participants (Study FOUF) ......c.ccccoovviviiieieiic i, 392
Appendix Y Pre-registration of Study Four via AsPredicted.............cccooviviiiiiie i, 394
Appendix Z Histograms and Q-Q Plots for Main Variables (Study Four)........c.ccccoovvvvviiviinnen. 397
Appendix AA Histograms and Box Plots for Likelihood of Spread by Condition ..............cccccevenee. 402
Appendix BB Pairwise Comparisons for Likelihood of Spread ... 403
Appendix CC Histograms and Box Plots for Moral Judgement by Condition ............ccccccevvenenns 404
Appendix DD Two-Way ANCOVA Statistics for Moral Acceptability of Spreading Misinformation
........................................................................................................................................................ 405
Appendix EE P-P Plots and Scatterplots of Residuals for Planned Conditional Process Analysis
........................................................................................................................................................ 406

Xiii



Appendix FF Conditional Direct Effect of Valence & Fact-Check Tags on Spread Contributions

........................................................................................................................................................ 407
Appendix GG Holms Bonferroni Corrections for Study FOUF...........cccooviveieiie i, 408
Appendix HH Ethics Application for Study Five (Pilot & Main) .........ccccevvvvviiiiiecce e, 409
Appendix Il Pre-registration of Study Five via ASPredicted ...........ccoccoovviiiireniie e 416
Appendix JJ Histograms and Box Plots for Moral Judgements by Condition ............cccccocvvnenne 419
Appendix KK Post-hoc Comparisons of Moral Appeal on Moral Judgements...........cccccoovenenns 421
Appendix LL Robust ANOVA statistics for Moral Acceptability of Spreading Misinformation..... 422
Appendix MM Histograms and Box Plots for Intentions to Spread by Condition............c..cc.c..... 423
Appendix NN Robust ANOVA Statistics for Intentions to Spread Misinformation ........................ 425

Xiv



Publications & Conferences

Parts of the research reported in this thesis have appeared in the following forms to date:

Journal Articles

Joyner, L. C., Buchanan, T., & Yetkili, O. (2023). Moral leniency towards belief-
consistent disinformation may help explain its spread on social media. PLOS
ONE, 18(3), e0281777. https://doi.org/10.1371/journal.pone.0281777

Selected Presentations

Joyner, L. C., Buchanan, T., & Yetkili, O. (2023, July 24-25). Political orientation may
influence moral judgements of disinformation, but only when people know it is untrue
[Paper presentation]. British Psychological Society - Cyberpsychology Section
Conference, Northumbria, United Kingdom.

Joyner, L. C., Buchanan, T., & Yetkili, O. (2022, October 26). Political ideology may help
explain group-differences in moral evaluations of disinformation [Paper presentation].
Political Psychology Conference, University of Westminster, London, United Kingdom.

Joyner, L. C., Buchanan, T., & Yetkili, O. (2022, September 22-23). Flexible moral
judgements and the spread of belief-consistent disinformation on social media [Paper
presentation]. British Psychological Society - Cyberpsychology Section Conference,
Brighton, United Kingdom.

Joyner, L. C., Buchanan, T., & Yetkili, O. (2022, September 5-7). Making exceptions for
belief consistent content: Moral psychology & spreading disinformation online media
[Paper presentation]. British Psychological Society - Social Psychology Section
Conference. London, United Kingdom.

Joyner, L. C., Buchanan, T., & Yetkili, O. (2021, August 29-30). Group identity and event-
related beliefs influence potential sharing and moral judgements of disinformation
[Paper presentation]. Psychology Postgraduate Affairs Group Conference, Online.

Joyner, L. C., Buchanan, T., & Yetkili, O. (2021, April 30). Issue-related beliefs influence
moral judgements and potential sharing of disinformation on social media [Paper
presentation]. Disinformation, Language, and Identity Workshop, Cardiff University,
Online.

XV


https://doi.org/10.1371/journal.pone.0281777

Acknowledgements

Firstly, I would first like to express my sincerest gratitude to my supervisors: Professor
Tom Buchanan and Dr Orkun Yetkili. | feel so fortunate to have gone through this journey
with such a brilliant team. This would not have been possible without your invaluable
guidance and support. Thank you both for your kindness, enthusiasm, and above all your
belief in me.

| would also like to thank the University of Westminster for awarding me the Research
Studentship in Psychology and for supporting other financial aspects of this PhD through
the Globally Engaged Researcher and Psychology PhD Funds.

Beginning this venture during the midst of a pandemic presented a host of unique
challenges. However, I luckily had the privilege to cross paths with many wonderful
people during this time; both at Westminster and beyond. | therefore want to say a huge
thank you to my PhD community. Special thanks go to Charlie, Giota & Kathryn for your
ongoing support and friendship over the past three years (both in the early Zoom days and
the fish tank). Also to Amy, Pippa & Tash for their wonderful advice and check in texts
(especially in recent months). This journey would not have been the same without you all
and | feel very fortunate to be able to call you my friends.

Thanks also to the many staff members at Westminster who have helped me to feel
welcome over the past three years. Whether you took the time to attend a presentation run
through, offer sage advice or simply asked how | was; it was appreciated. Notable
mentions go to Rotem (for your encouragement both in terms of work as well as getting
me to take much needed coffee breaks), Dave & Karen, Kathryn W (your Friday drop-in
calls made the challenge of starting a PhD remotely feel possible), and Haulah & Lejla.

| am also thankful for all of my very patient friends from “the outside world” who have
been so supportive over the past few years. | appreciate everyone who has checked in,
asked how things are going (and rarely asked when my PhD will be done) and sent
motivational messages along the way. Special thanks go to Catriona & Steph for their
constant encouragement and to Celia for taking me under your wing at UEL and showing
me this was even possible.

Last but by no means least, | would like to thank my family. To Mum, Dad & Sandy, thank
you for always being there when | need you, for being so supportive of my career change,
and for the help with proofreading in recent months! Finally, thank you to Andrew for
always reminding me to back up my work, looking after me through the highs and the
lows, and for constantly being my cheerleader. I could not have done this without you by
my side.

XVi



Author’s Declaration

| declare that all the material contained in this thesis is my own work and has not been
submitted to any other University.

Laura Campbell Joyner, August 2023

XVii



Chapter 1. Introduction

1.1. Background and Rationale for the Research

Disinformation is false or misleading information that is created or spread with the
intention to mislead others, for instance to cause harm, or for personal, political, or
financial gain (Digital Culture Media and Sport Committee, 2019). Although
disinformation is in no way a new phenomenon, its spread has historically been aided by
advances in communication technology (Burkhardt, 2017), including the creation of the
internet. In recent years, the spread of false and misleading information on social media
platforms (SMPs) has been a growing concern. Estimates suggest around 60% of the
global population are active social media users (DataReportal, 2023). Therefore SMPs
provide environments where large proportions of the population may be reached on their
personal devices from remote locations for relatively little cost.

Indeed, while technically anyone can create disinformation, it is also spread as part
of professionally orchestrated campaigns that have the potential to recruit significant
attention from users. For instance, 61,500 Facebook disinformation posts created by
Russia’s Internet Research Agency (IRA) to target Americans in the years surrounding the
2016 US presidential election collectively received 77 million interactions, and were
reported to have been seen by 126 million people (DiResta et al., 2019). For context, this is
equal to reaching more than a third of the US population. Notably, this campaign
employed complex networks of faux accounts (spread within and across SMPs), each
designed to target specific groups across the US population with carefully curated
messages and content. While some posts received little to no attention, other content
posted by their most popular accounts received tens-to-hundreds of thousands of
interactions suggesting that many users were willing to interact with their posts. Moreover,
analysis of disinformation disseminated surrounding four terrorist attacks in the UK in

2017 discovered 475 Tweets posted by 47 IRA run accounts (Innes, 2020). These tweets
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(which targeted users at either end of the ideological spectrum) were subsequently reposted
by other users more than 153,000 times. Social media users therefore arguably play a key
role in amplifying the spread of disinformation.

Notably, the real-world impact of disinformation is itself difficult to measure (e.g.
Colley et al., 2020) and therefore goes beyond the scope of the present thesis. However,
previous disinformation campaigns have been linked to election interference (Digital
Culture Media and Sport Committee, 2019), market disruption (S. C. Johnson, 2013),
attempts to amplify and sow societal division (DiResta et al., 2019), and even genocide
(Amnesty International, 2022). To help prevent disinformation from having a serious
impact, it is therefore vital to reduce its spread. This thesis therefore focuses on how users
contribute to the spread of disinformation content once it has been posted within a social
media platform. The remainder of the present chapter will begin by briefly outlining how
the technological and commercial features of social media platforms help create an
environment where disinformation can be spread with relative ease. An overview of some
of the key disinformation research within psychology is then provided followed by an
introduction to Social Identity Theory. The research objectives and questions are stated,

before an outline of the thesis as a whole.

1.1.1. Gaming Algorithms to Amplify Disinformation Spread

“Sharing” is not the only means by which users can spread disinformation. Indeed,
the digital architecture of many SMPs can arguably force users to play a central role in the
wider dissemination of disinformation (whether intentionally or otherwise). Not only do
the major SMPs present users with feeds featuring personally relevant content, the digital
interactions that users make act as ranking signals indicating where said content should be
subsequently placed within the algorithmically ordered feeds of other users (Lada et al.,

2021). Therefore, each interaction contributes to a ranking algorithm, signalling to the



SMP whether the content is something others may find interesting. As such, relatively
effortless actions such as “liking” will influence the total reach of content.

These same mechanisms are “gamed” by bad actors who seek to disseminate
disinformation. Indeed, disinformation campaigns often utilise highly sophisticated
dissemination strategies to appear on users’ feeds, such as those used by digital marketers
in legitimate organisations. For instance, previous campaigns have utilised “micro-
targeting” advertisements (Committee On Intelligence United States Senate, 2019; Digital
Culture Media and Sport Committee, 2019), hashtag strategies (DiResta et al., 2019),
influencer recruitment (Alderman, 2021), audience segmentation (Francois et al., 2019),
and community management (DiResta et al., 2019; Nimmo, Francois, Eib, & Tamora,
2020). As a result of disinformation disseminators harnessing technological and
commercial features of SMPs, users do not need to follow specific accounts for
disinformation to appear on their feed.

While reliance on user-interactions to amplify disinformation does of course mean
that posts need to appeal to the users who initially see it, recommender algorithms allow
SMPs to show users relevant content based on their previous activity (Kalimeris et al.,
2021). As in, people are more likely to be presented with content that is similar to content
which they have already interacted with. Arguably then, the disinformation encountered on
social media is likely to be more personally relevant to the viewer than disinformation
encountered in the offline world (e.g., via printed flyers, television, etc). Furthermore, if
users then go on to interact with this digital disinformation, then, as previously discussed,
they also assist in amplifying its total reach. Given users play a central role in the
amplification of disinformation, it is therefore important to understand why they make
these digital interactions in the first place. The following section provides a brief overview

of some of the key research to date.



1.1.2. Current Disinformation Research in Psychology

A key focus of psychological research in this area relates to whether or not users
believe disinformation. Indeed, while some users may spread disinformation intentionally
(as in, are aware that the information is untrue) others may be unaware of any inaccuracies.
This is known as “misinformation” (Digital Culture Media and Sport Committee, 2019).
Previous work has suggested that people may believe misinformation if it supports their
political beliefs (e.g. Kim et al., 2019) or if they have been repeatedly exposed to it (e.g.
Pennycook et al., 2018). In turn, people are more likely to spread misinformation that they
believe (e.g. Buchanan, 2020), and so an inability to identify inaccurate information may
present a barrier for reducing disinformation spread. However, recent research also
indicates that people may be more morally accepting of sharing disinformation that “feels”
true, even when they know it isn’t (Effron & Raj, 2020). The first research objective of this
thesis is therefore to determine the relationship between identity-related beliefs on
perceptions and intentions to spread false and misleading information on social media.

Notably, people are also more likely to believe misinformation that supports their
ingroup, although whether this is due to motivations to protect identity (e.g. Kahan, 2015)
or because of “lazy thinking” (as in, not engaging with more strenuous thinking processes
(e.g. Pennycook & Rand, 2019)) is unclear. At the same time, people do report caring that
the information they share online is accurate (Pennycook, Epstein, et al., 2021), and may
also refrain from spreading disinformation to protect their reputation (Altay et al., 2020).
However, as research has found people may be more lenient about lying when it is seen to
be pro-social (Levine & Schweitzer, 2014), it may be that refraining from spreading
disinformation may be less to do with the content being “inaccurate” and more to do with
perceiving spreading inaccurate information as “wrong to do” in specific contexts (such as
when the content undermines the ingroup). Another objective of this thesis is therefore to
understand how moral evaluations of spreading disinformation on social media are

influenced by social identity.



1.1.3. Social Identity Theory

Social identity approaches focus on “the group in the individual” (Hogg & Abrams,
1998, p. 17), for instance, how group membership influences the decisions and behaviours
of an individual. Group memberships form an important part of an individual’s self-
concept, providing not only information about themselves but also how they relate to other
people (Hogg & Abrams, 1998). However, said social identity may only become salient in
specific situations, such as in response to relevant stimulus cues and social contexts
(Carvalho & Luna, 2014). For instance, presenting a user with content about their ingroup
(e.g. political party) on their SMP feed may make said social identity salient. As a result,
decisions about the content may be made in the context of said ingroup and may therefore
differ from decisions made in relation to content about another ingroup (e.g. sports team).

Social ldentity Theory (SIT) also proposes that individuals are motivated to achieve
or maintain a positive self-concept (Tajfel & Turner, 2004). Specifically, people are
motivated to perceive relevant ingroups as positive distinct as their evaluations of group
membership are connected to their self-esteem. Three key strategies help people achieve
this in relation to group memberships: social competition (e.g. ingroup bias), social
creativity, and individual mobility. Social competition and social creativity strategies will
mostly involve attempts to “positively differentiate” (or, at the very least, differentiate) an
ingroup. This helps to ensure that the boundaries of said group are clear, and ideally
position an ingroup above an outgroup on some dimension (Tajfel & Turner, 2004).
Therefore, acts such as expressing unique attributes of an ingroup, or framing an outgroup
in less-favourable terms may assist individuals in maintaining a positive social identity.

Such strategies are particularly relevant in the context of user-behaviour within
SMPs. Research suggests that core motivations for spreading memes (a form of user-
generated content) include self-expression and social identity (Leiser, 2022). For instance,
digital interactions with memes may relate to identity-construction (Aronson & Jaffal,

2022; Ask & Abidin, 2018; Bucknell Bossen & Kottasz, 2020; DeCook, 2018) and the



sharing of beliefs and opinions (Leiser, 2022). Notably, certain (collectively held) beliefs
allow individuals to express group membership, and help to define group boundaries (Bar-
Tal, 1998). The expression of these “group beliefs” also signal group membership to
others, and therefore can hold a unifying purpose. Indeed, Leiser (2022) found that sharing
memes allowed individuals to feel a sense of connectedness with like-minded others.
Unfortunately, disinformation disseminators are not only aware of this; they have been
known to actively produce and copy user-generated content (including memes) that could
facilitate such identity expression, and strategically disseminate them to reach specific
social groups (Francois et al., 2019).

The motivation to maintain a positive self-concept can also help explain
individuals’ reactions when faced with identity-related threats. For instance, people may
question the credibility of information that threatens the value of an ingroup, e.g. a group-
directed threat (Ellemers et al., 2002). Moreover, they may engage in normative behaviour
if alternatives could lead to exclusion from an ingroup (a self-directed threat). For instance,
if sharing certain information (e.g. a social media post) within a social context (e.g. an
SMP) violates social norms, individuals may refrain from doing so. Thinking or behaving
in ways that protect a specific social identity from potential threats can therefore help
individuals to maintain a positive self-concept. Under the right circumstances, identity-
protective responses may arguably also occur in response to disinformation and
misinformation also. Therefore, the final research objective is to understand whether such
threats to identity influence evaluations and intentions to spread.

1.2. Research Objectives and Questions

The impact of social identity on users’ moral evaluations of disinformation has not
been widely explored. The research presented here aims to explore the influence of social
identity on users’ evaluations and intentions to spread misinformation. Specifically, the

research objectives are to:



1. Determine the relationship between identity-related beliefs and how individuals
perceive and spread related disinformation / misinformation through a series of
online correlational and experimental studies (RQ1).

2. Investigate whether moral judgements of disinformation / misinformation are
context dependent and / or influenced by social identity (RQ 2, 3, 4).

3. Understand whether threats to social identity influence interactions and judgements

of disinformation (RQ 3, 4).

The present thesis therefore addresses the following four research questions:

1. Are individuals more likely to contribute to the spread of disinformation (e.g.
through digital interactions or inaction) when the message appeals to group-related
beliefs, attitudes or values? (Studies 1, 3)

2. Do moral judgements of spreading identity-related disinformation differ according
to the content’s potential impact on achieving positive distinctiveness? (Studies 2,
4,5)

3. Do perceived identity threats influence the moral judgements of spreading identity-
related disinformation? (Studies 4, 5)

4. Do moral processes play a role in user contributions to disinformation spread?

(Studies 3, 4, 5)

1.3. Outline of Thesis
The present chapter has provided context and outlined the objectives and research
questions for the thesis, which consists of nine chapters in total.
Chapter Two provides an overview of the background literature on people’s
perceptions of disinformation, their ability to identify disinformation, reasons for

interacting with disinformation, and the influence of social identity on disinformation



spread. Chapter Three then outlines several of the core methodological decisions and
approaches used in this thesis. Here, the epistemological position is discussed, justifying
the quantitative approach adopted throughout the five studies. The methodological
approach is also outlined, addressing the use of internet research methods, approaches to
statistical analysis, and engagement with open research practices.

Chapter Four contains the first research study, looking at whether SMP users are
more likely to “interact” with “real-life”” misinformation when it is consistent with their
beliefs. Participants were also asked how morally acceptable they felt sharing the content
was after learning it was untrue. Additionally, two sets of misinformation stimuli featured
in this study focused on opposing beliefs about the UK government, while two sets focused
on the risk of COVID-19. To understand how people use and evaluate misinformation in
the context of their identity, exploratory analysis therefore compared responses given by
Conservative and Labour voters.

Chapter Five contains the second study, an experimental design where
Conservative and Labour voters were presented with “misinformation” that supported or
undermined either their own political party (e.g. ingroup) or the political opposition (e.g.
outgroup). Participants were asked how morally acceptable they felt sharing their assigned
post was, before and after learning it was untrue. For exploratory analysis, they also rated
how likely they were to “report” the content to a platform, which formed the basis for
study three.

Chapter Six contains the third study, which was a partial replication of study one.
One aim of this study was to test a “Social Media Spread” scale (created for this thesis)
that incorporated participatory SMP interactions which may amplify or reduce the spread
of content. Moral acceptability of spreading posts were collected before learning they were
untrue, allowing the relationship between moral acceptability and spread to be analysed.

Chapter Seven contains the fourth study, an experimental design where fans of five

English Premier League teams saw posts that either supported or undermined their team,
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and also contained a “fact-check tag” (e.g. disinformation) or did not (e.g. misinformation).
Notably, selecting social groups unrelated to politics here helped to rule out any
confounding effects related to political ideology. Intentions to spread and moral
acceptability responses were collected using both scales and free text (from which moral
domain was quantified using linguistic content analysis. Responses in each condition were
also analysed in relation to identity-strength, moral foundations, and political orientation.

Chapter Eight contains the final study, where interventions that tailored moral
appeals to “individualising” and “binding” foundations were tested alongside “accuracy
nudges” to understand their potential impact on moral evaluations and intentions to spread
identity-benefitting misinformation. The effects of political orientation and identity-
strength were also analysed.

Chapter Nine discusses the key findings from the present research in relation to the
individual research questions, as well as findings related to political ideology and moral
foundations theory. This is followed by Methodological implications, and implications for
current interventions designed to help reduce user-contributions to disinformation spread.

Limitations and recommendations for future research are also addressed.
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Chapter 2. Literature Review

This chapter aims to provide an overview of the existing literature on
disinformation in the context of social media users. It begins with an outline of the search
strategy. The literature review is itself divided into four sections. First is a review of the
literature related to perceptions of disinformation, specifically; what people interpret
disinformation to be, whether they feel it is right or wrong to spread, and whether they
perceived themselves to be vulnerable to it. Next, research on whether people are able to
identify disinformation is explored, including factors which may aid or undermine their
ability. This is followed by a review of the literature about why people might make digital
interactions with disinformation. Finally, research related to the influence of social identity
on disinformation spread is considered. This includes the role of the audience, strategies
for achieving positive distinctiveness, and the impact of identity threat on disinformation
spread.

While both “disinformation” and “misinformation” refer to false or misleading
information, each has a specific meaning. Disinformation is created and spread with an
underlying intention to deceive, either to cause harm or for personal, political, or financial
gain (Digital Culture Media and Sport Committee, 2019). However, when people
unknowingly spread false information, this is referred to as “misinformation”. Empirical
chapters within this PhD will distinguish between the two but, due to the nature of research
in this area, for the purpose of this literature review the terms may be used interchangeably
here.

2.1. Search Strategy

The initial searches for this literature review took place through July-September
2021 using the Psycinfo database. These focused on peer reviewed journals exclusively.
To ensure relevance, it was also specified that search terms must appear in the abstract. At

the time of searching, PsyclInfo had 1,742 peer-reviewed papers that contained the words
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“Disinformation”, “Misinformation” or “Fake News” in the abstract. As the purpose of this
thesis is to understand why individuals spread disinformation on social media, a series of
search strings were defined to narrow down this search. This approach was taken for a
number of reasons. As the 2017 word of the year, “Fake News” appears in many abstracts
unrelated to disinformation research specifically. Moreover, there is an ever-growing
supply of research about disinformation, however, this is not always specific to humans
and their digital interactions with it. Therefore, searches were designed with four questions
in mind: what do people think about disinformation; are they able to identify
disinformation; what leads them to interact with disinformation on social media; does
social identity have an influence on the online spread of disinformation.

Two of these questions were also allocated a series of search goals to ensure the
searches picked up all relevant papers. Firstly, aspects of the risk evaluation process may
be valuable for understanding what people think about disinformation. Therefore, the
Threat Vulnerability Consequence framework (Willis, 2005) was used to help establish
additional search terms. For example, measuring “threats” require specificity (Willis,
2005) and so identifying what individuals actually understand disinformation to be may be
important. Next, as initial searches relating to social identity and disinformation produced
only 8 results, broadening the search goals to include terms related to identity expression,
partisanship, group regulation (including self-regulation in relation to groups) and social
comparison strategies helped further ensure any potentially valuable papers would not be
missed. An outline of all search strings can be found in Table 2.1.

In total, the search produced 544 results. After deduplication and screening this
was narrowed down to 42 papers. These papers were then supplemented with items found
elsewhere (e.g. Web of Science, Google Scholar, Research Rabbit). New papers were
regularly monitored for following September 2021, and relevant work published after this

date has been incorporated into the literature review and empirical chapters as appropriate.
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List of Search Strings Used for Literature Searches

12

Search goal Keywords 1 Keywords 2 Keywords 3 Exclusions  Psyclnfo #
What do people think about disinformation?
Citizen understanding  (Disinformation OR (conceptuali* OR interpret* OR understand*) (Public OR Citizen OR participant*) NOT 130
of disinformation Misinformation OR “Public
“Fake News”) Health”
Feelings about (Disinformation OR (moral* OR approv* OR disapprov* OR unethical OR 55
disinformation Misinformation OR severity)
“Fake News”)
Perceived (Disinformation OR (vulnerab* OR “third-person effect™) 76
vulnerability to Misinformation OR
disinformation “Fake News”)
Are people able to identify disinformation?
Ability to spot (Disinformation OR (spot* OR identif* OR detect* OR discern* OR recogni?e* (“dual-path” OR “reasoning” OR 31
disinformation Misinformation OR OR judge*) “skepticism” OR “deliberative” OR
“Fake News”) “heuristic” OR “cognition”)
What leads people to interact with disinformation on social media?
Interactions with (Disinformation OR (“social media” OR “social networking sites” OR SNS OR (share OR comment* OR like OR liking 79

disinformation on
social media

Misinformation OR
“Fake News”)

“online social network” OR Facebook OR Twitter OR
Instagram OR Reddit OR Snapchat OR Tiktok OR Pinterest
OR Tumblr OR WhatsApp OR Myspace OR “Second Life”
OR Quora OR Weibo OR Vkontakte OR Douyin OR
Kuaishou OR WeChat OR Telegram OR LinkedIn OR
YouTube OR QQ OR Qzone OR “Baidu Tieba” OR
Clubhouse OR Bebo OR microblogging OR blogging)

OR spread* OR viral OR “organic
reach” OR impressions)
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Search goal

Keywords 1

Keywords 2 Keywords 3

Exclusions  Psyclnfo #

How does social identity influence the online spread of disinformation?

Social Identity and
disinformation

Partisanship and
disinformation

Group norms and
disinformation

The digital audience
and disinformation
spread

Identity expressions
and disinformation

Social comparisons
and disinformation

(Disinformation OR
Misinformation OR
“Fake News”)

(Disinformation OR
Misinformation OR
“Fake News”)

(Disinformation OR
Misinformation OR
“Fake News”)

(Disinformation OR
Misinformation OR
“Fake News”)

(Disinformation OR
Misinformation OR
“Fake News”)

(Disinformation OR
Misinformation OR
“Fake News”)

(“social identity” OR “group identity” OR “political identity”
OR “self concept” OR intergroup OR “intergroup
dynamic” OR “group dynamic” OR ingroup outgroup OR
“collective identity” OR self-categori?ation)

(partisan* OR republican OR democrat OR hyperpartisan)

(“social norm” OR “group norm” OR “social influence” OR
“subjective group dynamics” OR pro-norm OR anti-norm)

(privacy OR disclos* OR “self-disclosure” OR anonymity OR
deindividuation)

(“self expression” OR “identity management” OR “identity
expression” OR “impression management” OR “self-
presentation” OR prosocial OR “self-affirmation”)

(prejudice OR “affective polari?ation” OR “social status” OR
“positive social identity” OR differentiation OR
discrimination OR favo#ritism OR “ingroup bias” OR
“social competition” OR “social creativity” OR “status
hierarchy” OR “social dominance” OR “outgroup
derogation” OR “outgroup hate™)

32

12

38

75

Note. Number of papers reflect those found in searches run between July-September 2021.
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2.2. Perceptions of Disinformation
Citizens are becoming increasingly aware of the issue of disinformation. How the
public perceive and understand disinformation as a subject may offer insights for
understanding its spread. First, citizens’ own interpretations of what constitutes
“disinformation”, “misinformation” and “fake news” are addressed, before exploring
research that offers insight into how disinformation is conceptualised in terms of morality
(e.g. “right” and “wrong”). Finally, work on the third-person effect will be discussed to

understand how citizens perceive their own vulnerabilities to disinformation in relation to

others.

2.2.1. Citizens’ Interpretations of “Disinformation”

While discussions surrounding definitions and interpretations of disinformation
continue from academic and journalistic perspectives, little work addresses citizens’
understanding. As with much recent disinformation research, the focus of these papers
revolves heavily around the 2017 word of the year, “Fake News”.

Disinformation may be more readily associated with outgroups than ingroups (Axt
et al., 2020; Lyons et al., 2020; Michael & Breaux, 2021; Tong et al., 2020; van der Linden
et al., 2020). For instance, van der Linden et al. (2020) found a majority of US-based
participants made top of mind associations for the term “Fake News” that were associative
(e.g. a specific news outlet or political leader) rather than descriptive. Almost three times
more participants provided a “Trump” related response than descriptions of false
information. Of those who gave media-related responses, 75% of conservatives associated
the term “fake news” with “CNN”, while 59% of liberals associated the term with “Fox
News”. Such politicised associations with “Fake News” have also been linked to stronger
partisanship (Axt et al., 2020; Tong et al., 2020). Therefore, strength of identity may

influence whether individuals associate this arguably undesirable label with outgroups.
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Indeed, Social Identity Theory proposes that individuals are motivated to achieve
or maintain a positive social identity (Tajfel & Turner, 2004). One strategy for achieving
this is through social comparison, where ingroups are positively compared against
outgroups on some dimension. Stereotyping outgroups as the main disseminators or
consumers of “Fake News” may be one example of this. For instance, strong partisans who
actively dislike an outgroup appear more likely to associate them with “fake news” (Tong
et al., 2020). Others suggest these accusations could also help restore a sense of structure
following a threat to the self (Axt et al., 2020). Indeed, as moral superiority is one way
individuals can enhance their self-esteem (Dong et al., 2019) associating an outgroup with
disinformation spread may allow people to view their ingroup as comparably more moral.

Another line of research suggests people may be more likely to associate
“fakeness” with information that conflicts with their own attitudes and beliefs about an
issue (Bago et al., 2020; Tsang, 2022). Furthermore, analysis of “fake news” themed
memes sourced from social media platforms (SMPs) suggest users may direct the term
towards ideologically opposing media outlets (Al-Rawi, 2021; C. A. Smith, 2019).
Notably, such discourses may be more commonly found within right leaning communities
to describe liberal media (Hameleers, 2020, 2020; C. A. Smith, 2019). Yet research prior
to the 2020 US presidential election also found liberals were more likely than
conservatives to direct the label towards politics and politicians (Tong et al., 2020; van der
Linden et al., 2020). This adds to the argument that labels surrounding disinformation may
be utilised in social comparison strategies, specifically as a means with which to negatively
stereotype others.
2.2.2. Morality and Disinformation

People report concern about disinformation (Paisana et al., 2020) and feel it is
harmful (J. W. Cheng et al., 2021). They can also be less trusting of people and media

outlets who spread even one “fake news” story (Altay et al., 2020). If morality relates to
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what is “good” and “bad”, then perhaps predictably, citizens’ perceptions of disinformation
appear to fall into the latter.

Yet, members of groups targeted by disinformation campaigns may perceive the
issue to be more severe than others (Chang, 2021). Furthermore, when their own reputation
is undermined in some way, people may also judge harm to be greater for the ingroup than
for others. For instance, scientists who are aware of science “fake news” may perceive
harm to be greater for scientists (e.g. the ingroup) compared to the general public (Ho et
al., 2020). Notably, personal norms about tackling “fake news” were also more strongly
associated with perceived harm to scientists (e.g. the ingroup) compared to the public. In
other words, norms reducing the spread of disinformation may be more likely to form
when our ingroup is directly impacted by disinformation, at least compared to when
disinformation impacts society generally.

Certain factors may also alleviate the perceived immorality of disinformation.
Firstly, the actual intention behind spreading disinformation may play an important role in
how the action is evaluated by others. Young et al. (2023) observed that individuals who
spread disinformation unintentionally were seen by others not as moral actors but moral
patients who themselves were being harmed. The discursive strategies utilised by
participants when discussing these “moral patients” indicated reduced culpability. This
suggests when someone accidentally spreads disinformation (i.e. “misinformation”) they
may be viewed as a “victim” by others.

Furthermore, intention need not simply relate to the accidental sharing of
disinformation. Indeed, qualitative studies report “fun” and entertainment to be key factors
in the forwarding of disinformation (X. Chen et al., 2015; A. Duffy et al., 2020; Madrid-
Morales et al., 2021). As one participant stated upon viewing a piece of Fake News:
“When I’m forwarding it, I’'m not forwarding news but a joke. As long as it’s a joke, |
don’t need to verify” (Madrid-Morales et al., 2021, p. 1213). When disinformation has

humorous appeal for interpersonal communications, the “intention” may therefore not be
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to harm but instead to entertain. Therefore, the underlying motivation for spreading
disinformation may be important for interpreting whether it is perceived as an “immoral”
act.

Moreover, the spread of disinformation can be viewed as a lesser evil. For instance,
in the context of other issues such as losing freedom of speech (J. W. Cheng et al., 2021,
Jang & Kim, 2018; Melro & Pereira, 2019). Furthermore, the perceived severity of
disinformation may also be influenced by context (A. Duffy et al., 2020), the framing of
any disinformation threat (Sun, Oktavianus, et al., 2022, 2022) and previous experience
with disinformation (Chang, 2021; J. W. Cheng et al., 2021). Therefore, disinformation
may be viewed broadly as “problematic”, however, moral evaluations of disinformation
may remain malleable to external influences. In certain circumstances, the spread of
disinformation may also be weighed up against other issues.

Notably, a limited number of studies have specifically explored the relationship
between moral judgements of disinformation and its spread. These suggest that people may
perceive it is more ethical to share false information that they think could have been
(Effron, 2018) or may become true (Helgason & Effron, 2022). It has also been found that
repeatedly encountering false information may lead people to perceive it is more ethical to
share, even when they know it to be untrue (Effron & Raj, 2020). Furthermore, it is also
suggested ‘moral condemnation’ may act as a mediator, and help explain intentions to
“like” or share the content (Effron & Raj, 2020). Therefore factors such as prior exposure
to disinformation content may lead individuals to be more lenient towards its spread, both
in terms of moral judgements but also their own actions, even when aware of inaccuracies.
2.2.3. Perceived Vulnerability of Self and Others to Disinformation

It may be useful to consider whether users enter SMPs with an accurate
understanding of risks related to disinformation. For instance, their perceived ability to

detect disinformation threats. A body of research addresses whether SMP users see
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themselves as being vulnerable to disinformation. Such work may provide useful context
surrounding user expectations, particularly from a methodological perspective.

Research suggests greater confidence in identifying disinformation may have little
or no effect on actual ability (Endresen et al., 2020; Lyons et al., 2021) or engagement in
verification behaviour (Khan & Idris, 2019). Concerningly, however, Lyons et al. (2021)
found almost 90% of participants reported being above average at identifying
disinformation. If this finding applies to the wider population, most social media users may
underestimate their own vulnerability to disinformation.

As belief in their own ability to detect disinformation increases, however, so might
concern about the potential influence disinformation could have on others (Y. Cheng &
Chen, 2020; J. Yang & Tian, 2021). Similarly, the Third-Person Perception (TPP)
hypothesis proposes that people perceive themselves to be less vulnerable to media effects
than others (Davison, 1983), potentially for self-enhancement purposes (Gunther &
Mundy, 1993; Zhang, 2010). Indeed, research suggests encountering fact-checks on social
media may potentially amplify TPP by reducing perceived influence on the self but not
necessarily others (Chung & Kim, 2021). Therefore people may make downwards
comparisons between what they perceive as their own and other people’s ability to detect
disinformation as a means of improving or maintaining the self-concept.

Such perceptions of “others” may expand to whole groups, allowing individuals to
make intergroup comparisons. Indeed, research suggests while people view themselves as
less vulnerable to disinformation than fellow ingroup members, the outgroup is also seen
as being influenced the most (Corbu et al., 2020; P. L. Liu & Huang, 2020; Stefénita et al.,
2018). This may be particularly the case for strong identifiers (Jang & Kim, 2018).
Perceiving disinformation as undesirable (Y. Cheng & Chen, 2020; Jang & Kim, 2018) can
also influence intergroup evaluations of TPP, suggesting these evaluations may also allow

individuals to negatively stereotype outgroups.
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While higher levels of disinformation-related TPP have been found to increase
support for media literacy interventions, it may also reduce support for regulatory efforts to
tackle the disinformation issue (Jang & Kim, 2018; F. Yang & Horning, 2020). Jang &
Kim (2018) suggest that when outgroups are is seen as the source of disinformation spread,
individuals may perceive educating those groups to be a better solution than infringing an
entire population’s freedom of speech. Therefore, individuals may begin to disengage from
any collective responsibility in reducing disinformation spread by attributing greater blame
to an outgroup.

There may arguably be problems if a majority of citizens perceive themselves to be
relatively immune from the impact of disinformation. Research suggests individuals who
feel sufficiently informed about online harms may perceive themselves as being less
vulnerable, and in turn may be less likely to engage with protective behaviours online (De
Kimpe et al., 2022). Yet, when this knowledge leads to greater perceived severity, they
may also perceive themselves as more vulnerable and in turn, increase their intentions to
take protective measures. Similarly, the effects of TPP on support for government
interventions may also be reduced when people are able to perceive themselves to be
similarly vulnerable to others (Baek et al., 2019). Therefore, the attitudes people hold
about disinformation may be important for understanding perceived vulnerability as well
as perceived responsibility.

Altogether, these findings indicate that users may feel confident about their ability
to detect disinformation, but that confidence is not necessarily reflective of actual ability or
their protective behaviours. Furthermore, a substantial body of work suggests that they
may view disinformation spread and any solutions to be the responsibility of outgroups.
The potential implications of this are discussed further within the methodology chapter of

this thesis.
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2.3. ldentifying Disinformation

What distinguishes disinformation from other content circulating within social
media platforms, other than malicious underlying intentions? From some perspectives,
very little. Arguably, any links to untrustworthy websites are presented to users in the same
visual format as legitimate websites. Moreover, disinformation often mimics (or even
steals) user-generated content (UGC) that widely circulates within platforms. It is therefore
important to understand whether users have the ability to distinguish disinformation from
other content to best understand any intentions to spread it further.

To date, the identification of disinformation has been a major focus of research in
this area. After addressing why the design of SMPs can make disinformation difficult to
detect, this section will then discuss research looking at the influence of pre-existing
attitudes and beliefs on ability to identify disinformation that confirms one’s own beliefs.
Findings suggesting that deliberative thinking processes can allow individuals to identify
disinformation without bias, and subsequently limitations of this approach in the context of
established knowledge, will be discussed. Research on motivated reasoning will then be
explored before looking at the influence of identity in relation to accuracy judgements of

disinformation.

2.3.1. Platform Design and Post Features

Disinformation circulating within social media platforms is not necessarily clearly
identifiable. Therefore users may look for cues within a post to help gauge whether
information is credible. For instance, the UK government encourages users to consider the
source of information before trusting a post (UK Government, n.d.). However, research
looking at the effects of source cues present mixed findings.

For instance, many social media platforms present links to external websites in a
standardised format (containing website name, preview image, etc). Several studies using

this format suggest the presence and position of source information may help individuals
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identify unreliable sources (Bauer & Clemm von Hohenberg, 2021; Nadarevic et al.,
2020), improve ability to detect disinformation (A. Kim & Dennis, 2019) and reduce
disinformation sharing intentions (Di Domenico et al., 2021). However, others suggest
source information may only have a limited influence on identification of disinformation
(Dias et al., 2020; Schaewitz et al., 2020; Sterrett et al., 2019; Tsang, 2021). It is therefore
unclear how well people are able to identify disinformation hosted on external websites
(such as “fake news” links) within SMPs.

Yet, SMPs are spaces where user generated content (UGC) such as photos and
videos are also exchanged and consumed (Kaplan & Haenlein, 2010). However, source
information contained within image-based disinformation is much easier to manipulate or
delete. Concerningly, when source information is not provided individuals may be no
better at identifying disinformation than chance (Endresen et al., 2020). Another study
found people may be more likely to accept source-less disinformation as accurate than
factual information from a major media outlet (Clayton et al., 2019). Therefore, when no
source information is displayed people may rely on other features to gauge accuracy. For
instance, this may include a post’s engagement counts (e.g. number of “likes”) (Ali et al.,
2022; Luo et al., 2022), although other findings suggest this may not be the case (Mena et
al., 2020). The impact of other users will be discussed in further detail in the final section
of this literature review.

As demonstrated thus far, identifying disinformation may not always be
straightforward. However, while posts containing false or inaccurate information may
rarely be taken down by SMPs, they may sometimes be “tagged” with a fact-check
provided by an official, impartial organisation. Yet, findings regarding the effectiveness of
such tags are mixed. Some research indicates that they may slightly reduce the perceived
accuracy of the tagged content (Clayton et al., 2020; Pennycook, Bear, et al., 2020), while
others found no such effect (Moravec et al., 2019; Oeldorf-Hirsch et al., 2020). A notable

concern, however, is that such warnings about disinformation may also decrease belief in
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legitimate news (Clayton et al., 2020; Moravec et al., 2019; Pennycook, Bear, et al., 2020)
or even increase belief in other false information (Pennycook, Bear, et al., 2020).
Therefore, platform features such as fact-check information also has the potential to

influence accuracy judgements of disinformation more widely.

2.3.2. Pre-Existing Attitudes and Beliefs

A major focus of research addressing disinformation susceptibility looks at the
influence of personal beliefs and attitudes. Beliefs can be thought of as probability
assessment of a particular outcome being ‘true’ (Huber, 2009), while attitudes are object
evaluations with affective, cognitive and behavioural components. Posts within SMPs
which support a person’s beliefs or attitudes may be judged as more accurate or credible
(Huntington, 2020; Moore et al., 2021). Belief-confirming news content may also be
perceived as more believable and objective than neutral or conflicting news (Kelly, 2019).
People may therefore interpret information presented within social media in line with their
beliefs (e.g. confirmation bias).

Disinformation appears to be treated similarly. Previous work on “fake news”
suggests belief-consistent headlines are perceived as more credible (Moravec et al., 2019;
Pennycook, Epstein, et al., 2021) and evaluated more positively (C. N. Smith & Seitz,
2019) than belief-conflicting headlines, whether true or false. Therefore, misinformation
that reflects what a person sees as “true” may be more likely to be accepted as such. For
instance, research suggests people may be more likely to believe misinformation that is
consistent with their attitudes towards abortion (A. Kim et al., 2019; A. Kim & Dennis,
2019), feminism (Murphy et al., 2021), government (Vegetti & Mancosu, 2020) and
political policy (Tsang, 2021).

Similarly, several studies have found relationships between closely related attitudes
and disinformation susceptibility. For example, positive attitudes towards complementary

and alternative medicines (Scherer et al., 2021) and low trust in medical institutions or
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scientists (Agley & Xiao, 2021; Roozenbeek et al., 2020; Scherer et al., 2021; Su, 2021)
have been found to predict health-related disinformation susceptibility. However, higher
trust in science has been found to predict greater belief in disinformation containing false
scientific claims (O’Brien et al., 2021). These opposing findings provide further support
for the argument that people may interpret the accuracy of disinformation in the context of
their attitudes.

One proposed explanation is that people engage with motivated scepticism. This is
where information that aligns with prior attitudes is readily accepted without criticism but
information that rejects or undermines attitudes is challenged (Taber & Lodge, 2012). For
instance, research suggests people spend more time responding to politically incongruent
information, potentially so as to generate counterarguments (Moore et al., 2021; Schaffner
& Roche, 2017). Conversely, when congruent disinformation is retracted or corrected,
individual’s may continue to believe the content (Hameleers, 2019; Lewandowsky et al.,
2005) or even increase their level of belief (Nyhan & Reifler, 2010; Schaffner & Roche,
2017).

However, other research has not found pre-existing beliefs to produce such
“backfire effects” in the face of disinformation corrections (Ecker et al., 2014). Ecker et al.
(2014) suggests that the distinction may be whether retractions ultimately challenge the
underlying belief. Specifically, corrections highlighting flaws in belief-consistent
disinformation may be viewed as a criticism of the belief itself and therefore may receive
greater levels of scepticism than the disinformation itself. Overall, how information
(including disinformation) relates to a person’s pre-existing beliefs may influence the
reasoning processes they then engage with.

Finally, members of a group may collectively hold similar beliefs and attitudes as
part of their prototype. As such, specific groups may be more susceptible to certain types
of disinformation. For instance, certain beliefs and attitudes may be closely connected to

ideology and choice of political party. Several studies to date have found that people are
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more likely to believe content that aligns with their political ideology (Allcott &
Gentzkow, 2017; Bago et al., 2020). This might indicate that users within more
homogenous digital spaces are less likely to spot disinformation and could therefore mean

that disinformation has the potential to circulate for longer in certain digital environments.

2.3.3. Classical Reasoning

Much of the research looking at how people identify disinformation argues that
engagement with deliberative thinking processes may reduce susceptibility to
disinformation. Such research utilises the dual-process theory of judgements, which
proposes that cognitive processes occurs via one of two systems (Kahneman & Frederick,
2012). “System 1” (e.g. intuitive thinking) is quick and effortless but relies heavily on
heuristics such as affective cues, while “System 2 (e.g. deliberative thinking) is slower
and effortful but more controlled. Kahneman & Frederick’s (2002) dual-process model
proposes that “System 2” still lightly supervises intuitive judgements however the efficacy
of this supervision may be disrupted by pressures such as stress or distraction. Research
taking this approach therefore assumes that when users judge the accuracy or reliability of
content within SMPs, they would have greater engagement with either intuitive or
deliberative thinking.

Several studies have found that people who more readily engage with deliberative
thinking may be better able to discern between legitimate and “fake” news headlines pulled
from social media (Bago et al., 2020; Bronstein et al., 2019; C. M. Greene et al., 2021; S.
Lee et al., 2020; Pehlivanoglu et al., 2021; Pennycook, McPhetres, et al., 2020; Pennycook
& Rand, 2019, 2020; Ross et al., 2021; Salvi et al., 2021). Such studies commonly employ
the Cognitive Reflection Test (CRT) to measure tendency to engage in deliberation by
asking questions such as “If it takes 5 machines 5 minutes to make 5 widgets, how long
would it take 100 machines to make 100 widgets?” (Frederick, 2005). For instance, in the

example provided here the intuitive answer would be “100”, however, if system 2 stepped
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in to override this judgement participants would give the correct answer (i.e. “5”). This
increased tendency to override intuition may then explain why high deliberators appear to
be better able to distinguish between “real” and “fake” headlines. In contrast, Martel et al.
(2020) found that participants who were encouraged to make intuitive judgement were
more likely to incorrectly judge “fake” headlines as accurate compared to a control group.
This suggests relatively effortless, intuitive judgements may indeed make people more
vulnerable to disinformation.

Furthermore, classical reasoning approaches state that deliberative thinking should
lead to unbiased judgements. Indeed, several studies have found associations between
greater deliberation and reduced or eliminated biased judgements of political
disinformation (Bago et al., 2020; Bronstein et al., 2019; S. Lee et al., 2020; Pennycook,
McPhetres, et al., 2020; Pennycook & Rand, 2019, 2020; Ross et al., 2021). However,
others have argued this may be due to the use of ‘discernment’ calculations (the sum of
accuracy ratings for both true and false headlines) to measure bias as well as accuracy of
judgements (Batailler et al., 2021). Reanalysing data from (Pennycook & Rand, 2019),
Batailler et al. (2021) suggests high deliberators may be more likely to accurately
distinguish between real and “fake” headlines, but that deliberation may not reduce
ingroup bias. The reanalysed data suggested that regardless of CRT score, participants
were more likely to judge incongruent headlines as “fake” than congruent headlines, even
when they were actually true.

Moreover, there is some evidence to suggest deliberative thinking may not always
be as beneficial as hoped, and at times may actually increase susceptibility to
disinformation. For instance, research suggests high deliberators may be more vulnerable
to disinformation that connects previously seen “real” news stories (associative inference)
than other disinformation strategies (S. Lee et al., 2020). Furthermore, strong deliberators
were found to be more prone to believing false claims from a deepfake video when the

video was not disclosed as being fake (Ahmed, 2021). This may suggest that any benefits
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of deliberation may be dependent on context. Indeed, other research suggests that the
benefits associated with scoring highly on the CRT may also only reduce susceptibility
within specific cultures (e.g. the US) (Salvi et al., 2021) and for certain disinformation
themes (Scherer et al., 2021). Given the serious impact that disinformation can have, it is
important to ensure that undue blame is not attributed to individuals for simply not
thinking hard enough in spaces not designed for strenuous thought. The following
subsections will highlight alternative explanations for these findings, including the
influence of social identity on system 2 reasoning.

2.3.4. Accessibility and Identification — Influence of Plausibility, Exposure, and Prior-
Knowledge

Within the current literature, several findings support the idea that people judge
disinformation that complements their pre-existing knowledge to be more accurate. For
example, Pennycook & Rand (2019) identified a relationship between deliberative thinking
and plausibility judgements which may explain why high deliberators more accurately
identified “fake news”. Therefore, judgements of disinformation may be made against a
spectrum of plausible and implausible outcomes, and so may relate to knowledge
activation. Indeed, others have found exaggeration or sensationalism within disinformation
content may have no impact on individual’s ability to detect disinformation (Einav et al.,
2020; Schaewitz et al., 2020). If individuals do not hold the correct knowledge to base
deliberative plausibility judgements against, they may not be able to gauge if a claim is
overstated.

As in Pennycook & Rand (2019), gauging plausibility may help people detect
certain styles of disinformation. However, arguably, disinformation can often be entirely
plausible and, at times, may even involve legitimate content being used out of context.
With this in mind, the use of plausibility judgements to detect disinformation may

ultimately not be a reliable method for user-identification. To date there are no known
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studies looking at the influence of disinformation plausibility in relation to detection
ability.

However, previous work suggests people may rely heavily on plausibility
judgements to detect lies (Hartwig & Bond, 2011). Moreover, Duran et al. (2020) found
participants demonstrated a level of ability to detect emotion or opinion-based lies.
However, their ability to detect lies based on “actions” appeared to be no better than
chance. This may be because action-based lies were structured in a manner that was more
closely based on reality (albeit adapted for the lie) and therefore may appear more
plausible. If such findings also apply to disinformation, users may be better able to more
accurately detect content that is opinion-driven or emotive. However, disinformation that
has a potential to be “real” may be less likely to be detected.

Furthermore, several studies have compared ability to identify disinformation
against specific types of issue-specific knowledge. Firstly, overclaiming knowledge has
been linked to greater vulnerability to disinformation (Pennycook & Rand, 2020; Salvi et
al., 2021). Therefore, those who attempt to identify disinformation against incorrect (or
simply missing) knowledge may be less likely to make accurate judgements. However,
knowledge of politics has been associated with ability to identify political disinformation
(Vegetti & Mancosu, 2020). This also appears to be the case for Brexit knowledge and
Brexit disinformation (C. M. Greene et al., 2021). However, Scherer et al. (2021) found
that while participants who took statin medications were less susceptible to disinformation
about statins, this did not apply for disinformation about other treatments. These findings
suggest that a pre-existing body of accurate knowledge may help reduce the influence of
disinformation, but preferably when it relates to the specifically targeted issue.

Levels of plausibility and comprehension of disinformation are also related
(Abendroth & Richter, 2020). If individuals lack the skills or knowledge to interpret
complex (yet accurate) information from reputable sources, they may perceive any more

easily comprehensible alternatives proposed by disinformation sources to be more
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plausible. With this in mind, research suggests that developing individual’s broader
knowledge may then also help with disinformation identification. For example, several
studies have found a connection between education level and accuracy judgements of
disinformation (Allcott & Gentzkow, 2017; Baptista et al., 2021; Scherer et al., 2021).
Health literacy (Scherer et al., 2021), digital media literacy (A. M. Guess et al., 2020),
critical media literacy (Xiao et al., 2021), information literacy and skills (Dabbous et al.,
2022; Jones-Jang et al., 2021) and numeracy (Roozenbeek et al., 2020) have also all been
connected with reducing the perceived accuracy of disinformation. Furthermore, a virtual
game which teaches users about the production and techniques of disinformation has also
been found to reduce susceptibility (Basol et al., 2020; Roozenbeek, Maertens, et al., 2021;
Roozenbeek & van der Linden, 2019). Therefore, the more easily individuals are able to
evaluate information (but also question cues of errors within disinformation against their
pre-existing knowledge) the better they may make accurate judgements in relation to
identifying disinformation.

Finally, prior exposure may also influence the perceived accuracy of
disinformation. Three studies found demonstrate that repeated exposure to a piece of
disinformation may increase individuals’ perceptions of accuracy (Effron & Raj, 2020;
Nadarevic et al., 2020; Pennycook et al., 2018). As such, each time that an individual
encounters a specific piece of disinformation, the more likely it may be that they perceive
it to be “true”. This ‘illusory truth effect’ also appears to be unaffected by plausibility
(Fazio et al., 2019). In other words, even if individuals repeatedly encounter implausible
disinformation, they may begin to perceive it to be more accurate due to the increased
quantity of such exposure. This effect may also occur when individuals are presented with
disinformation taking a similar stance on an issue to legitimate information they had
previously consumed (Abendroth & Richter, 2020). Concerningly, this may mean an
individual may be more vulnerable to disinformation that is similar enough to legitimate

information they have previously heard.
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2.3.5. Motivated Reasoning

Motivated reasoning is not simply making biased evaluations, but accounts for
adjustments in cognitive strategies that are consciously or unconsciously employed to
achieve goals including accuracy or reaching desired directional outcomes (Leeper &
Slothuus, 2014). Which strategy is employed may be influenced by external context such
as the political environment, or goal-related norms (Creyer et al., 1990). When social
media users (or indeed participants) are presented with disinformation, how they evaluate
“accuracy” may therefore change in relation to their most pressing goal (e.g. identifying
disinformation vs. protecting identity) and this in may turn be influenced by external
events or what is perceived as desirable. For example, political environments may
influence individuals to make judgements and decisions against partisan goals (Leeper &
Slothuus, 2014).

Indeed, individual concerns such as promotion or prevention may be triggered by
external cues (Molden et al., 2008). Therefore, within SMPs the goals may constantly shift
due to everchanging environments and contexts. The impact of such switches on goal-
related outcomes may be apparent in research looking at the influence of digital “echo
chambers” on identifying disinformation. Rhodes (2022) found Democrats (but not
Republicans) were better at identifying “fake news” within heterogenous news
environments. However, when presented with only Democrat headlines, these participants
were much more likely to believe false headlines. This suggests environments where
partisan goals are more salient may lead people to make more biased judgements of
disinformation, even when they tend not to otherwise. As previous work suggests high
homogeneity in instant messaging (IM) groups may increase personal tolerance to
spreading disinformation (Gill & Rojas, 2020), SMP environments which only provide a
limited range of beliefs and opinions may also reduce how severe people perceive

disinformation to be.
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Interestingly, research on motivated reasoning indicates that drawing attention to
accuracy may also improve participant performance on accuracy-related tasks (Creyer et
al., 1990). This is notable given much research on disinformation identification requires
participants to make accuracy ratings (Martel et al., 2020; Pehlivanoglu et al., 2021;
Pennycook & Rand, 2019; Salvi et al., 2021). Arguably, in the context of motivated
reasoning, whether such tasks inadvertently prime cognitive strategies for achieving
factual-based accuracy goals may be an important methodological consideration.

Finally, while classical reasoning suggests that judgements prone to bias are quick
and effortless (due to reliance on heuristics), motivated reasoning supposes biased
judgements may involve additional effort. Specifically, when disconfirmation bias occurs,
people may dedicate greater resources to defend against attitude-incongruent arguments,
and yet still may form invalid conclusions (Taber & Lodge, 2012). For example, EEG
research found people dedicated greater cognitive resources when shown belief-consistent
headlines containing fact-check flags compared to headlines that undermined their beliefs
(Moravec et al., 2019). Despite this, participants continued to prioritise their beliefs in
accuracy judgements. In other words, engaging with more effortful thinking did not
necessarily lead to a reduction in bias or accurate identification of disinformation as
proposed by the classical reasoning account. Such findings could even indicate that people
may not necessarily make judgements about ‘known’ disinformation that confirms their

beliefs using the same processes as disinformation that undermines them.

2.3.6. Influence of Social Identity on User-ldentifications of Disinformation

Social identity (as opposed to personal identity) refers to the collection of group
categories that an individual has internalised to become part of their self-concept (Tajfel &
Turner, 2004). While a collection of individuals who, for example, hold similar views on
an issue may be cognitively categorised as a ‘group’, for an identity to form a person must

have internalised said group themselves. Social identity is therefore thought to be an
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affective component of group membership, whereby strong identification with an ingroup
involves an increased emotional connection. Whether a group is evaluated positively or
negatively compared to other groups therefore has a direct influence on an individual’s
self-concept. When an ingroup is evaluated negatively, individuals may either leave the
group or engage with positive distinctiveness strategies to shift the position of the ingroup.
Alternatively, they may even reject the credibility of information that negatively frames
their ingroup as a means of undermining the threat to the group’s value (Ellemers et al.,
2002).

When presented with content that affirms or threatens one’s identity, individuals
may engage with identity-protective cognition leading them to make more polarised
judgements (Kahan, Jamieson, et al., 2017). Disinformation that fulfils this criterion could
lead to similar results. For example, a number of studies have found individuals may be
more susceptible to disinformation that benefits an ingroup or undermines an outgroup
(Farago et al., 2020; Neyazi & Muhtadi, 2021; Pereira et al., 2023). Furthermore, people
may be more willing to believe information that suggests a political ingroup upheld rather
than undermined values, even when the values conflict with their politics (Pereira et al.,
2023). Therefore, when identity is salient within disinformation, how the ingroup and
outgroup are framed in the context of moral status may be more important for perceived
accuracy than other factors.

Identity-cues within disinformation content may only be salient to certain ingroup
members based on their personal knowledge. For example, two rival groups evaluating the
same information (identity-affirming for one and undermining for the other) may come to
different conclusions about accuracy (Schaffner & Luks, 2018; Schaffner & Roche, 2017).
Research presenting pictures comparing former Presidents’ Obama and Trump’s
inaugurations found that, when asked to identify which had larger attendance, those with
high approval of Trump and higher education or political interest were more likely to give

an incorrect answer (e.g. Trump’s) than those with lower education and interest. However,
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when asked to label each photo to a president, the level of inaccuracies made by Trump
approvers with lower education or political interest matched or overtook judgements by
those with more education and interest. In other words, for those with higher education and
political interest, the identity-context may have been more salient than for other Trump
approvers in the original condition, without the explicit cues of leader names within the
question. Given that, for impartial observers at least, the question of which photo has a
larger crowd should be clear, protection of identity may be prioritised over acknowledging
reality. Acceptance of disinformation may therefore be viewed as a valuable tool for
identity protection.

The emotional aspect of social identity may explain why identity strength has been
linked to increased disinformation susceptibility in certain contexts. For example, strength
of political identity has been linked to belief in political fake news (Anthony & Moulding,
2019). Sanchez & Dunning (2021) also found that strength of emotional investment in a
political ingroup was related to greater belief in ingroup friendly disinformation, as well as
reduced belief in disinformation unfriendly to the ingroup. For friendly disinformation,
emotional investment of partisans was also a stronger predictor of belief than cognitive
ability. Additionally, how strongly someone identifies as “anti-vaxx’ has also been found
to predict decision making surrounding vaccination mandates (Motta et al., 2023). When a
group forms around collective misbeliefs, the added social and emotional dimensions may
therefore make acting on disinformation more likely.

Finally, a line of research related to motivated reasoning suggests that those who
more readily engage with deliberative thinking use their abilities to selectively engage with
different strategies in a way that may benefit their goals, and notably, protect their identity.
For example, when participants low and high in religiosity were asked to identify whether
the statement “human beings, as we know them today, developed from earlier species of
animals” was true or false, there was greater polarisation in responses as science

comprehension increased (Kahan, 2015, p. 8). However, when “according to the theory of
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evolution” was added to the statement, correct answers positively correlated with science
comprehension scores, regardless of religiosity. Where necessary, participants appeared to
shift strategies between protecting identity or accuracy, dependent on the question framing.
It has also been suggested that certain issues, such as climate change, fracking, gun control
and immigration may be tightly linked to identity and may produce more polarised
judgements in high deliberators (Kahan, 2013, 2015; Kahan et al., 2012; Kahan, Jamieson,
et al., 2017; Kahan, Peters, et al., 2017). By this account, those who more readily engage
with system 2 may quickly adapt their reasoning strategy in relation to the immediate goal.
Disinformation unrelated to identity (or indeed in accuracy-focused situations) may be
more accurately identified, however, within an identity-salient SMP environment, the

needs of the ingroup may instead be favoured.

2.4. Amplifying the Spread of Disinformation via Social Media Interactions

While malicious actors may be the initial disseminators of disinformation on social
media, its further spread relies on other users interacting with it. While reposting content is
one way of contributing to the reach of disinformation, any user interaction can ultimately
positively impact its spread. Due to the introduction of algorithmically ordered feeds
across most major SMPs, all actions (whether “liking”, commenting or even “saving") help
determine the reach of a post (Facebook, n.d.; LinkedIn, n.d.; Mosseri, 2021; TikTok,
2020). This section addresses research exploring the impact of belief in the message
content, trust in the digital environment and ideological alignment to explore the
similarities between interactions with disinformation and any other type of UGC. Finally,
the impact of affect and outrage on increasing disinformation reach is discussed.
2.4.1. Believing the Content

While only a minority of individuals may deliberately spread disinformation within
social media platforms, many spread it thinking it is true. Several studies suggest users are

more likely to interact with disinformation when they believe the content to be accurate
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(Ahmed, 2021; Baptista et al., 2021; Buchanan, 2020; A. Kim et al., 2019; A. Kim &
Dennis, 2019). Research focusing on identification of inaccurate headlines (e.g. “fake
news”) also suggests people who correctly identify more “fake” headlines are much less
likely to share (T. Hopp, 2022). Therefore, disinformation that is believed (whether
believable, or simply confirms what an individual or their social group perceives to be
“true” or normative) is more likely to be spread on SMPs.

As previously discussed, accurate identification of disinformation is not, however,
straightforward. Disinformation that affirms a person’s beliefs about the world may be
more believable simply by nature of probability. At times, disinformation can even present
real situations out of context. Yet, it has been argued that users may simply not be
considering accuracy when interacting with content on SMPs. Although people claim that
the accuracy of the information they share is important, research suggests they are more
likely to prioritise their politics when sharing (Pennycook, Epstein, et al., 2021). However,
Pennycook et al. (2021) found asking participants to rate the accuracy of an unrelated
headline improved sharing discernment. Others have also explored the effect of drawing
attention to accuracy, finding varying degrees of success (Capraro & Celadin, 2022;
Epstein et al., 2021; Pennycook, McPhetres, et al., 2020; Pennycook & Rand, 2022;
Roozenbeek, Freeman, et al., 2021). Therefore, simply having doubts about the accuracy
of unverified information may help reduce the spread of potential disinformation in some
way.

2.4.2. Trust Within Social Media Platforms

A number of studies demonstrated that trust may play an important role on the
onward spread of disinformation in a number of ways. Firstly, relationship with the digital
environment may play a role. Indeed, people who report greater trust in information
circulated online and within SMPs may be more likely to share disinformation themselves

(Apuke & Omar, 2021; Laato et al., 2020; Talwar et al., 2019). Furthermore, trusting a
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message source (e.g. URL) may also increase the likelihood of engaging with
disinformation (Sterrett et al., 2019). It may be the case that users do not expect to be
presented with disinformation within environments they place trust in.

How much people trust individual users or accounts may also influence whether
they go on to share disinformation posted by them. Indeed, higher trust in the sharer
account (as opposed to original message source) is associated with greater likelihood of
interacting with false content (Bringula et al., 2022; Buchanan & Benson, 2019; Di
Domenico et al., 2021; Sterrett et al., 2019). Notably, when disinformation travels across
SMPs, it can become disconnected from the original poster (OP) or indeed platform. As
such, users may be more willing to spread disinformation unwittingly spread by a friend or
family member than had they been presented with the OP post.

Moreover, if a user sees that someone they trust has “liked” a post they may
perceive it to be more credible (Mena et al., 2020) and as previously noted may then be
more willing to spread it themselves. Additionally, research has suggested high trust in the
sharer account can reduce the benefits of interventions intended to help reduce
disinformation spread (Di Domenico et al., 2021). Therefore, the relationships people have
with other users and accounts may be important for understanding why people spread
disinformation. Yet notably trust in another user does not need to be based on in-person or
even reciprocal relationships. People may be more likely to perceive disinformation to be
more credible when it is shared by a trusted public figure (Mena et al., 2020), and also may
be more likely to spread it further (Sterrett et al., 2019). Therefore, “trust” does not only
come from knowing the account owner personally.

Furthermore, people may be more susceptible to disinformation when posted by an
account that generally shares belief-consistent information (Bauer & Clemm von
Hohenberg, 2021). Concerningly, however, research suggests whether the account owner
IS an expert or not may not be important to users when gauging the accuracy of their posts

(Hameleers, 2019). Therefore, disseminators of disinformation who can develop user trust
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through legitimate posts may be able to take advantage of their trust, even if users do not
see them to be an “expert”.

Finally, it has been suggested that individuals may put greater trust into accounts
owned by government departments or official organisations for health related information
than individual users (Trivedi et al., 2020). Participants were then more likely to believe
this content. However, it is unclear whether people may be able to differentiate between
legitimate or imposter organisations. Additionally, higher trust in science has been
associated with a greater willingness to share disinformation that contains scientific
references (O’Brien et al., 2021). If disinformation is presented as “official information”
from institutions users trust, then people may be more likely to believe and spread it

further.

2.4.3. ldeological Differences or Simply Appealing to Political 1deology?

A number of studies have suggested that political conservatives may be more
susceptible to spreading disinformation (Baptista et al., 2021; Garrett & Bond, 2021; A.
Guess et al., 2019). Notably, in their Portuguese-based study, Baptista et al. (2021) found
politically right-leaning participants were more willing to spread fake headlines regardless
of stance, suggesting more than a simple confirmation bias. Others suggest political
conservatives may be more tolerant of spreading disinformation (De Keersmaecker &
Roets, 2019) and be less likely to process retractions of attitude-consistent disinformation
(Ecker & Ang, 2019). Conversely, prior research suggests “individualising” moral
foundations (more commonly associated with political liberals) predict reduced acceptance
of COVID-19 disinformation (Ansani et al., 2021). The findings from these studies may
therefore support some of the political asymmetries observed for disinformation spread
within SMPs.

However, Ryan & Aziz (2021) argue that illusionary truth effects may instead

explain political asymmetries found in studies using disinformation that has previously
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circulated in the real world (e.g. Garrett & Bond, 2021; A. Guess et al., 2019, etc). By
presenting three pieces of original ‘disinformation’ in their study, Ryan & Aziz (2021)
found participants on the political left and right to be equally vulnerable to accepting
disinformation. Whether or not people are simply more likely to encounter right-leaning
disinformation on social media (and therefore appear more susceptible when presented
with the same narratives) is therefore an important methodological consideration.

The tactics used in the creation dissemination of disinformation may also mean that
the categorisation of harmful content into two ideological categories is not always
appropriate. Arguably, such approaches may overlook the nuanced strategies previously
observed in some disinformation campaigns (DiResta et al., 2019; Francois et al., 2019).
For example, previous work has categorised disinformation targeting social movements
including Black activists and the LGBTQ+ community under a broad “liberal” category
(e.g. Helmus et al., 2020). However, such content tends not to be disseminated by generic
“liberal” accounts (Francois et al., 2019) or targeted to broad “liberal’”” audiences (DiResta
et al., 2019). More often than not, such “left leaning” disinformation has previously been
disseminated instead to specific groups. Arguably, dichotomising by ideology in this
context may risk overlooking the potential influence of beliefs and social identities,
particularly in those who are politically liberal.

Indeed, analysis of known “sock puppet” accounts on Twitter active in the run up
to the US election found half the number of left-leaning accounts compared to right-
leaning, and of these left-leaning accounts, half inauthentically presented as Black activists
(Freelon et al., 2022). These accounts posted just a third of the number of tweets that right-
leaning accounts had, however, tweets from “Black activist” accounts also attracted more
engagement. Similarly, it has been found that while the IRA invested the greatest amount
of money targeting Facebook adverts at an audience segment called “Conservative Politics
and Culture”, adverts targeted at this segment were less effective than those targeted at the

segments “African American Politics and Culture” and “Latin American Culture” (Howard
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et al., 2018). While a similar number of adverts were found to target the Latin American
and Conservative segments, the latter was around ten times more expensive to target yet
adverts received around half the number of impressions and clicks. Such findings
demonstrate that in the context of social media factors such as total number of posts or
financial investment are not the same as efficacy or even reach.

Arguably, it may therefore be difficult to distinguish any “true” effects related to
political ideology from those arising from disinformation content and strategies. Notably,
spreading disinformation may provide users with a way to express their opinions (X. Chen
et al., 2015) and may also be influenced by higher levels of investment in any topics
featured within the content (Bringula et al., 2022; A. Kim et al., 2019; A. Kim & Dennis,
2019; Osmundsen et al., 2021; Schaewitz et al., 2020; Sterrett et al., 2019; Valenzuela et
al., 2019). With that in mind, people may spread disinformation because it is similar to
what they usually share (and therefore arguably may align with ideology-related beliefs).
2.4.4. The Influence of Emotion and Affect

Disinformation can often be framed in a way that may elicit negative emotion
(Acerbi, 2019; Cheung-Blunden et al., 2021). For example, disinformation content may
often be related to threat, sex or disgust (Acerbi, 2019). One reason for this is that
compared to neutral content, emotional and moral content captures more visual attention
which, in turn, may increase the likelihood users share the content (Brady et al., 2020).
This may explain why certain topics attract more engagement when inducing anger (Brady
et al., 2017) and fear (Ali et al., 2019). Therefore, one reason people may be more likely to
spread emotion-inducing disinformation is that they are more likely to notice it.
Additionally, if experiencing an emotion such as anger people may be more likely to
believe disinformation that affirms their ingroup (Weeks, 2015). As such, emotion-
inducing disinformation could create serious challenges when disseminators seek to

undermine less emotive, official information.
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Moreover, emotions experienced in response to viewing disinformation may also
help explain how people go on to interact with it. For instance, compared to “real” news
posts, language in user responses to disinformation contains higher levels of disgust
(Vosoughi et al., 2018) and anger (Barfar, 2019; Pulido et al., 2020). Another study found
disinformation about Ebola contained higher risk perception frames and also induced more
user discord than “real” tweets. It has also been found that when users view negative
tweets about vaccines (including disinformation) they may be more likely to subsequently
post negative tweets about vaccines themselves (Dunn et al., 2015). Such findings also
correspond with reports that researchers at Facebook identified anger as an important
driver of disinformation spread within the platform (Merrill & Oremus, 2021).

People may also respond to disinformation as a means of expressing positive
emotions. It may even be the case that in some instances people are more willing to spread
content on divisive political issues when it is positively framed than when it is negative
(Brady et al., 2017). This may also explain why one study found participants were more
likely to spread disinformation when they experienced strong and positive reactions
(Helmus et al., 2020). Moreover, research looking at disinformation content posted by the
IRA and Iran on Twitter suggested users may be more likely to “like” and share positively-
framed disinformation compared to the more commonly found disinformation that was
negatively-framed (Cheung-Blunden et al., 2021). Rather than simply the type of emotion,
these findings indicate that the strength of affective response elicited upon viewing
disinformation may be important for understanding users’ interactions with it.

Yet others have found that disinformation featuring fear and anxiety appears to
receive fewer engagements on Twitter (Cheung-Blunden et al., 2021). Other work suggests
that “sad” disinformation tweets spread more slowly and less far than other types of
disinformation (Vosoughi et al., 2018). However, it is thought that when people experience

emotions such as fear, anxiety, and sadness they may feel an urge to avoid or withdraw
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from a situation (Lazarus, 1991). It may be that certain emotions encourage people to
refrain from spreading disinformation in some circumstances.

Moreover, in other situations people may even take an active role in reducing
disinformation spread. When people consider the potential harms of disinformation they
may experience emotions such as anger (Myrick & Erlichman, 2020; Sun, Chia, et al.,
2022; Sun, Oktavianus, et al., 2022). This anger may then help to increase a person’s
support of regulatory interventions (Sun, Chia, et al., 2022). Other work suggests that
people are less likely to spread disinformation when they are more morally condemning of
it (Effron & Raj, 2020). Therefore, disapproval through emotions such as anger may play a
role in reducing the spread of disinformation but may need to be directed at disinformation
itself rather than towards any narratives featured within the content.

So far, these studies have illustrated the influence of emotional responses to
disinformation content. However, the anticipation of affective responses can play an
important part in behavioural regulation. For instance, when people violate a moral norm
they may experience the distressing emotion of guilt (Lazarus, 1991). Therefore, a person
may experience guilt after learning a post they previously shared on social media contained
false information. To avoid distress in the future, rapid and unconscious affective cues then
help guide them to adjust their behaviour in similar situations (Baumeister et al., 2007). As
such, higher levels of “anticipated guilt” are thought to promote increased intentions to
correct disinformation on social media (Sun, Chia, et al., 2022; Sun, Oktavianus, et al.,
2022). Therefore, disinformation may not need to elicit a “strong” emotional response to
influence a person’s behaviour. Instead, affective processes may unconsciously guide
whether or not a person interacts with disinformation in line with their moral norms and

experiences in similar situations.



2.5. Social Identity and the Spread of Disinformation
As discussed in chapter one, Social Identity Theory proposes that individuals are
motivated to have a positive social identity (Tajfel & Turner, 2004), which may be
impacted by factors such as violations of moral norms (Ellemers et al., 2013). When

identity is threatened people may engage in certain strategies to maintain or achieve a
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positive social identity (Tajfel & Turner, 2004). These include “social competition”, where

downwards comparisons are made against a relevant outgroup, allowing people to perceive

ingroup superiority. Within digital environments this might manifest as prejudice towards

an outgroup (Ahmed et al., 2021) or affective polarisation (Bliuc et al., 2021).

Social media platforms also provide spaces in which people can connect with other

group members without physical barriers, as well as play with and express their identity.
However, certain groups have also been targeted on SMPs by those who disseminate
disinformation (Frangois et al., 2019). The following section will therefore explore the
potential impact of digital audiences on the spread of disinformation, specifically the
influence of echo chambers and group norm regulation. Next, the potential use of
disinformation in strategies for achieving positive distinctiveness is discussed. Finally,
research addressing the links between identity threats and disinformation spread are

addressed.

2.5.1. The Digital Audience — Norm Conformity and Echo Chambers

The application of both injunctive and descriptive norms (e.g. what others think
should be done vs. what others actually do) have been explored in relation to
disinformation spread on SMPs. For instance, disinformation content may express that
people should behave in a certain way, such as engaging in behaviour that may be
dangerous for one’s health. By increasing perceptions that others would approve of the
behaviour, these injunctive norms may increase the likelihood people engage in said

harmful behaviour (Myrick & Erlichman, 2020). However, injunctive norms have also
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been harnessed within interventions that encourage reporting of disinformation, helping to
reduce their spread (Andi & Akesson, 2020; Gimpel et al., 2021). Therefore, people’s
perceptions of how others feel they should behave may be important for understanding
how they interact with disinformation.

However, the effect of descriptive norms appears to be less straightforward. Recent
studies suggest that awareness that other users marked a post as misleading (Pretus et al.,
2022) or chose not to interact with disinformation (C. M. Jones et al., 2021) may reduce
intentions to spread. Yet, Gimpel et al. (2021) found including a “count” of how many
other people reported a post only had an impact on participant’s own reporting intentions
when used in conjunction with an injunctive norm intervention. Additionally, increasing
the number of users who had supposedly reported the content improved the probability of
participants reporting, but only to a point. When presented with the largest value (3,125
users) participants were least likely overall to report. These findings suggest that
perceiving others to act in a manner which may reduce the spread of disinformation may
influence whether a person is willing to intervene themselves; but only if they are aware
this is what is expected of them also. However, if too many others are seen to be involved
then people may feel they do not need to get involved themselves.

Furthermore, other work has looked at how disinformation exists and travels within
online communities. For instance, echo chambers within SMPs may impact disinformation
spread if users perceived there to be majorities of opinions. Within SMPs opposing the
group consensus can be viewed as identity-subversion, and may attract derogation from
ingroup members and potentially even exclusion (Ditrich & Sassenberg, 2017). Indeed,
research suggests one reason people refrain from spreading disinformation is to protect
their reputation (Altay et al., 2020). As such, people may adjust their evaluations (Jahng et
al., 2021) and intentions to interact with (Boot et al., 2021; Colliander, 2019)

disinformation in line with comments made by other users (e.g. that it is “fake”, etc).
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Therefore, cues from other users may help discourage people from spreading a piece of
disinformation.

However, similar processes may also assist in amplifying the spread of
disinformation. A related body of research based on the spiral of silence suggests that users
may self-censor online when they perceive their opinions are in the minority (Woong Yun
& Park, 2011), potentially due to fear of isolation (H. T. Chen, 2018; Fox & Holt, 2018;
Wu & Atkin, 2018). As such, while the act of digitally “spreading disinformation” may be
a proscriptive norm (e.g. behaviour one should refrain from) other norms such as ones
which discourage people from undermining commonly held beliefs (or indeed other group
members) may at times be stronger.

Such fears may explain why one disinformation study found users appeared to only
rarely criticise the accuracy of shared claims within political Facebook groups (Hameleers,
2020). Another study looking at posts from a private anti-vaccination Facebook group
found users who criticised majority opinions experienced bullying and even membership
removal (Bradshaw et al., 2021). However, this is not simply due to removal of those who
make serious norm violations, but also through regulating the behaviour of other group
members. Indeed, Bradshaw et al. (2021) found users who inadvertently violated norms
sometimes made efforts to reinstate harmony in their subsequent comments. This may be
because individuals are aware that standing by their own beliefs in the face of other’s
conflicting opinions can be viewed negatively by others (Bonetto et al., 2019). If
individuals desire to be perceived as warm and reduce psychological distance they may
adjust how resistant to persuasion they appear (Bonetto et al., 2019). Individuals may
therefore be willing to sacrifice beliefs in the face of conflicting disinformation to present a
positive self-image to the ingroup. As such, digital communities who punish users for
challenging majority opinions may create environments where disinformation that supports

said opinions is allowed to circulate with relatively little criticism.
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Moreover, users may be rewarded by the group for behaving in a normative
manner, which may at times include spreading disinformation. It may even be a way that
some people feel they are able to develop their status (Apuke & Omar, 2021). For
example, analysis of an AIDS-denialist group with 15,000 members on VK.com found that
those who adhered to AIDS-denialism were not only more likely to post, they were also
more likely to receive “likes” from others (Rykov et al., 2017). Others have observed new
users within anti-vaccination Facebook groups may be rewarded with positive treatment if
appearing open to advice (Bradshaw et al., 2021). Therefore, digital communities may
encourage and even reward the spread of disinformation if it is deemed as abiding with
group norms.

Finally, it is also likely that some disinformation disseminators are aware of how
communities regulate norms within SMPs. Indeed, research analysing posts by IRA sock
puppet accounts on SMPs such as Twitter (Xia et al., 2019) and Tumblr (Neill Hoch, 2020)
observed constructed performances which conformed to certain social norms, possibly to
avoid detection by other users. For example, some of the most successful IRA sock puppet
accounts may have demonstrated a strong understanding of the nuanced digital
communication norms within individual platforms (Neill Hoch, 2020). Certain accounts
also utilised screen-grabbed content posted by real users to reduce the chance of detection
through non-normative language use and behaviour (Neill Hoch, 2020). How well
disinformation conforms to the norms of SMP communities it is intended to spread within
may therefore have an important role in its spread.

2.5.2. Disinformation as a Means for Expressing Positive Distinctiveness

Social identity theory proposes that people are motivated to seek or maintain a
sense of positive distinctiveness for the group (Tajfel & Turner, 2004). They may achieve
this by engaging with social creativity strategies which can occur within SMPs. For

example, some users use SMPs to express or play with identity and through harnessing
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pre-packaged UGC, users may also be able to do this with relatively little effort. However,
disseminators of disinformation have been known to hijack the self-presentational
affordances that SMPs provide users to create compelling sock puppet accounts. One
infamous IRA sock puppet, “Jenna Abrams”, had a Twitter account amassing 70 thousand
followers, a blog, and an active email account. Analysis of her account identified a
deliberate performance to present the political and national identities of a strong
conservative and an American citizen (Xia et al., 2019). Xia et al. (2019) also suggest that
by exploiting the functionality within SMPs to express identity, “Abrams” was able to
achieve a sense of authenticity. Additionally, it has been suggested that people who share
content within SMPs as a means for self-expression may be more likely to spread
disinformation (Apuke & Omar, 2021). As active participation is encouraged within SMPs,
engaging with identity-expressive disinformation (such as disseminated by sock puppet
accounts) may be a way in which other users can express what appears to be a shared
identity.

Another way people can enhance or maintain a positive self-concept is to engage
with social comparison strategies. This involves making favourable evaluations of an
ingroup compared to an outgroup, or negative evaluations of an outgroup. Indeed, analysis
of Twitter data indicates that people may be more likely to spread disinformation that
benefits the ingroup compared to disinformation that puts the ingroup in an unfavourable
position (Osmundsen et al., 2021). Such interactions may even utilise featured within a
platform, such as “love” reactions towards posts about the ingroup and “angry” reactions
for posts about outgroups (Rathje et al., 2021). In other words, when disinformation
provides an opportunity for users to engage in social comparison strategies, they may
interact with it in a way that helps achieve or maintain positive distinctiveness.

It may also be that people may be more likely to resort to spreading disinformation
when legitimate content does not allow people to engage in strategies that support positive

distinctiveness. Indeed, Osmundsen et al. (2021) found that US partisans were most likely
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to select “politically useful” news to share on Twitter. However, pro-Democrat, centrist
and pro-Republican “real” news headlines were found to be comparably or more negative
towards Republican versus Democrat elites. It was therefore suggested that sharing pro-
Democrat and centrist “real” news would facilitate strategies for achieving positive
distinctiveness for Democrats, however, few “real” headlines would do this for
Republicans. Indeed, only pro-Republican “fake news” headlines truly fulfilled this role
for Republicans, which Osmundsen et al. (2021) suggested may be a reason as to why it is
more common. Therefore, people may care less about whether the information they spread
within SMPs is “accurate” or not, but whether it helps achieve a directional goal. Yet,
when the only content available to help fulfil said goal is itself untrue, then any concerns
for accuracy may be dismissed in favour of achieving positive distinctiveness for the
ingroup.

There is also evidence to suggest that people may be more willing to share
disinformation that is critical of the outgroup than disinformation that highlights a positive
ingroup identity (Pereira et al., 2023), which is also supported by work on the spread of
SMP content generally (Rathje et al., 2021). Others have found a relationship between
negative feelings towards the outgroup and increased likelihood of spreading
disinformation (Osmundsen et al., 2021). This is something that disseminators of
disinformation may take advantage of, for instance, by targeting pre-existing tensions to
encourage hate-driven interactions. For example, in Denmark extreme examples of
hostility prejudice were found on fake Facebook pages which pretended to be authored by
radical Islamists (Farkas et al., 2018, 2018). By creating fraudulent profiles playing into
racist stereotypes, those behind the accounts may have been able to reinforce inaccurate,
racist beliefs as well as provide some users with false content that could be utilised in
expressions of prejudice.

Finally, research also suggests certain people may be more prone to spreading

disinformation that facilitates social comparison or social creativity strategies. For



47
instance, how strongly they identify with a group may also influence whether they endorse
or interact with content in line with social comparison strategies (F. J. Jennings et al.,
2020; Sanchez & Dunning, 2021). Additionally, exaggerated beliefs about the importance
of the ingroup may influence belief in disinformation, and in turn, support for collective
action (Mashuri et al., 2022). Collective narcissism has also been linked to increased
support of misleading government campaigns about the environment (Cislak et al., 2021)
and belief in outgroup related conspiracy theories, but not ingroup related (Cichocka et al.,
2016). The relationship between a person and their ingroup may therefore influence
whether they amplify identity-related disinformation further within an SMP.

2.5.3. The Impact of Identity Threats on Disinformation Spread

According to Social Identity Theory, threats to identity can negatively impact the
self-concept and may lead people to engage with strategies such as social creativity and
social competition to help restore self-esteem (Ellemers et al., 2002). However, how
threats manifest in the context of disinformation and SMPs may vary across specific
circumstances. First, the impact of an external crisis on identity and the spread of targeted
disinformation will be considered. Next, identity-threats within disinformation are
discussed before addressing the threat of the “disinformation crisis” itself on its SMP
spread.

Disseminators of disinformation have been known to engage in coordinated SMP
posting during and following crisis events such as terrorist attacks (Innes, 2020). It may be
that the “realistic” threats created by such incidents lead people to be more vulnerable to
disinformation. For instance, a study run six months before and four days after 9/11 found
American students experienced increased identification with their country and university
directly following the attacks (Moskalenko et al., 2006). As strength of identification may
also influence how people evaluate and spread content within SMPs (F. J. Jennings et al.,

2020), such changes may influence their vulnerability to disinformation. Furthermore,
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disinformation has also been targeted at divisions within society (DiResta et al., 2019).
Research suggests that when the moral value of the ingroup is threatened (a “symbolic”
threat), people may be more willing to share articles which are critical of the outgroup over
those which favour the ingroup (Amira et al., 2021). Therefore, people may adapt their
spread-related behaviours within SMPs in relation to threat-related situations.

Interactions with disinformation may also allow individuals to resolve negative
emotions experienced as a result of identity threat. The Social Identity Model of Collective
Action suggests affective injustice (often measured by group-based anger or resentment) is
an important predictor of group-based action (van Zomeren et al., 2008). Furthermore,
digital environments such as SMPs allow individuals to engage in collective action at
lower costs (economic, and less effortful) than traditional political actions. One study
suggested that publicly tweeting as a form of collective action in response to sexism leads
to higher levels of hostility initially, but eventually leads to lower levels of hostility and
better psychological wellbeing when compared to other affected group members (Foster,
2015). Therefore, people may be able to resolve feelings of affective injustice by engaging
in SMP-based expression, which could arguably also include interacting with relevant
disinformation content.

Another potentially important consideration is that “action” driven by
disinformation during a time of crisis need not necessarily be antisocial. In a four-wave
study during the COVID-19 pandemic, Ohme et al. (2021) found that holding higher levels
of certain misinformation beliefs were related to individuals taking part in prosocial
political participation (e.g. volunteering, donations, etc). While this will certainly not be
the case for all types of misinformation beliefs, such findings suggest that disinformation
may influence a person’s beliefs about the state of the world, which could lead to action in
times of crisis. Individuals may therefore engage in prosocial ways within SMPs in
response to disinformation, which, given examples of fraudulent crowdfunding linked to

disinformation, is another way that users may be vulnerable.
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If, however, some users are aware that identity-congruent content is inauthentic
during a time of crisis, expressing this within group spaces on SMPs may present issues.
Identity-threats increase defensiveness to ingroup criticism (Adelman & Dasgupta, 2019)
and may lead members to prioritise group loyalty over foundations of harm or fairness
(Leidner & Castano, 2012). Therefore, individuals who violate group norms by drawing
attention to the inaccuracies of ingroup disinformation during this time may experience
greater repercussions.

However, group differences may play a role in how individuals respond to a fellow
group member spreading disinformation in the face of a theat. In their study, Maxey (2021)
found that Republicans increased support for a hypothetical Republican president when the
truthfulness of their justification for military intervention in response to a security threat
was challenged by experts. Democrats, instead, gave higher levels of support when the
words of their own leader were supported by experts. Therefore, there may not be a
universal response to how individuals interpret others spreading disinformation in the face
of a crisis. Instead, other norms may be prioritised over the violation of “lying”.

Moreover, information may itself threaten identity and influence how people
respond to it. For example, it has been suggested that whether a group is threatened or
affirmed by scientific research may influence evaluations of the research (Nauroth et al.,
2017; Salvatore & Morton, 2021). Said evaluations are also thought to be related to the
strength of emotional response to the research (Salvatore & Morton, 2021). This emotional
connection may also explain why, for instance, strong group identifiers appear more likely
to express their negative evaluations of identity-threatening science online (Nauroth et al.,
2015). Such findings may also extend to disinformation content that threatens identity.

Prior experience of an identity-threat caused by disinformation may, however, lead
people to be more conscious of its potential impact. People may perceive disinformation to
be more prevalent and severe if an ingroup has been previously targeted (Chang, 2021).

Furthermore, when known disinformation threatens ones’ social identity it may itself be
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viewed as hostile and, in turn, increase likelihood of commenting that that article is “fake”
(E. L. Cohen et al., 2020). Additionally, focus group research with young Americans found
that those who identified as “anti-Trump” felt an obligation to counter disinformation
through their digital actions (Penney, 2020). Knowing that a piece of content is false or
misleading may therefore attract reactions in some people that may ultimately influence its

spread.

2.6. Conclusion

People may generally feel spreading disinformation is “wrong” to do, however,
there may also be tendencies to associate disinformation susceptibility with other people;
especially outgroups (e.g. political opposition). Furthermore, the perceived morality of
spreading disinformation appears dependent on factors such as intention, perceived
accuracy, as well as potential harm (to the self, others, and in relation to other issues). The
flexibility of moral evaluations of disinformation in relation to identity will be addressed
throughout the five studies in this thesis.

One question that has perhaps gained the most research attention in recent years is
how and whether people can identify disinformation. People may be more susceptible to
disinformation which supports their attitudes and beliefs or aligns with their pre-existing
knowledge. In turn, several studies have indicated that perceiving the content to be
accurate may increase the likelihood of users spreading it further. The relationship between
beliefs and intentions to spread will be explored in both studies one and three of the
present thesis.

Other research in this area has highlighted the tendency for people to make biased
evaluations of disinformation in favour of an ingroup. In particular, there continues to be
disagreement surrounding the reasoning processes underlying this, and whether such biases
may be due to factors such as people forgetting to prioritise accuracy or making

evaluations in an identity-protective manner. However, many of the studies discussed here
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also illustrate how norms about disinformation, as well as emotional and behavioural
responses to the content may be situation specific. Studies two, four and five will therefore
explore how threats to identity presented within disinformation (e.g. no threat, threat to
self, threat to group; as outlined by Ellemers et al. (2002)) help to explain intentions to

spread the content further.
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Chapter 3. Methodology

The following chapter outlines some of the core methodological decisions and
approaches for this thesis. The epistemological position is first discussed, with a particular
focus on how digital environments (e.g. social media platforms (SMPs)) may conflict with
traditional definitions of “objective reality”. Next, the chosen methodological approach is
outlined. Here, the use of internet research methods is discussed, as well as the statistical
analysis and open research practices used during the course of this thesis.

3.1. Epistemological Position

For information to be false or misleading it must, in some way, be untrue; therefore
suggesting it deviates away from reality. But which reality? As the present thesis focuses
on behaviour occurring within manufactured, digital environments, it is worth considering
how this aligns with the concept of a singular, objective reality consisting of “physical
objects, events, and forces” (APA Dictionary of Psychology, n.d.).

Social media use consists mostly of behaviour primarily performed within a
digitised reality (Kaye et al., 2022). These environments may not reflect the “offline
world”, nor may users expect them to. Indeed, objects which exist in these digital
environments are not “real” in a physical sense, although some be “simulated”(Kramer &
Conrad, 2017). Users may also have their own perceptions of what (if anything) is “real”
within these environments. However, due to ontological uncertainty (Brey, 2014) users
may feel actions such as “sharing” are “real” (which may then influence behaviour).
Furthermore, these manufactured environments are also algorithmically shaped by user
feedback, and therefore can only ever be, at most, a subjectively framed simulation of
reality. Differences in ontological status may therefore influence how content (including
disinformation) situated within SMPs is perceived compared to information received via

the “offline” world.
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However, that is not to say that social media environments are entirely detached
from an objective reality. User behaviour is itself initiated physically in the offline world
before manifesting virtually. Brey (2014) suggests “virtual actions” can produce
“intravirtual” effects that exist exclusively within the digital space (e.g. a Facebook “poke”
does not involve the physical prodding of another human). Arguably, as an algorithmic
weighting will often be assigned to these actions, the strength of related effects may be
unstable and difficult to observe. However, Brey (2014) also suggests virtual actions may
produce “extravirtual” effects which cross over into the “real” world. For instance, acts of
deception hold real world significance, even when occurring within a digital environment.
Additionally, virtual actions can produce physical effects, such as influencing the
behaviours and emotions of others (Brey, 2014). By this reasoning, SMPs are not entirely
separated from an objective reality.

For something to be disinformation it must deviate away from the truth, that is,
what occurred in reality. Yet, what a person perceives to be truthful is not necessarily the
same as that which is factual. As this research combines this with the epistemological
complexity of digital environments, it could be argued that a purely positivist approach
may not be appropriate. With that in mind, it would be reasonable to ask why mixed
methods were not used here. This was mainly due to the need to address questions relating
to moral evaluations within this thesis.

Notably, people are motivated to be seen as moral and so may make situation-
dependent adjustments to expressed judgements (Rom & Conway, 2018). Participants may
therefore attempt to anticipate what an interviewer perceives as favourable to provide a
suitable (but not necessarily genuine) response. Specifically, the risk here was that
participants may avoid giving interview responses that accurately reflect their judgements
about disinformation so as not to be perceived as “immoral”. Arguably, this may be further
influenced by the tendency to underestimate ones’ own vulnerability to disinformation (Y.

Cheng & Chen, 2020; Corbu et al., 2020; Jang & Kim, 2018). However, there is evidence
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to suggest that the use of online surveys (as have been used here) can help reduce social
desirability bias compared to other mediums of data collection (Burkill et al., 2016; M. K.
Jones et al., 2016). Given that ‘spreading disinformation’ is likely to be seen as an
‘immoral’ act, there may be some value in minimising researcher-participant contact via
the use of online survey methods if it helps to reduce moral motivations.

Another consideration relates to the suggestion that the processes behind moral
judgements and moral justification are not necessarily the same. Both the dual-path model
of moral judgement (J. D. Greene et al., 2004) and the social intuitionist model (Haidt,
2001) suppose that moral judgements can occur independently from moral reasoning.
Interviews may therefore pose problems for two reasons. Firstly, individuals are sometimes
not able to explain their moral judgements, but an interview would require them to try
(which could arguably result in manufactured responses). Secondly, as will be illustrated in
study four, users may not necessarily engage in moral reasoning processes when using
SMPs. However, an effective interview would require this from participants. The external
validity of any ‘moral’-related findings from an interview may therefore be questioned. As
such, the studies presented here use self-report surveys where (as with using SMPs)

participants may engage in either moral reasoning or moral intuition.
3.2. Methodological Approaches

3.2.1. Internet Research Methods

Data collection for this thesis took place on the online survey platform Qualtrics,
with participants recruited via the crowdsourced recruitment platform Prolific. While in-
person data collection would not have been possible during the earlier stages of this thesis
(due to COVID-19 restrictions), there is a strong argument for using digital platforms to
collect data on the judgements and intended behaviour of users within digital environments

(e.g. SMPs) regardless.
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Although survey platforms such as Qualtrics can only measure attitudes and
perceptions as opposed to actual behaviour, there are important similarities as a medium to
SMPs. The use of online surveys and SMPs are both considered “online exclusive”
behaviours (Kaye et al., 2022): both are predominantly located within an online
environment, require similar technological functions (e.g. clicking, scrolling), and the
sharing of information with a remote audience. Additionally, participants may have
accessed the studies using the same devices and been located within the same “offline”
(e.g. physical) environments that they access SMPs on. From this perspective, online
surveys may provide participants with an experience which is closer to that of using SMPs
than other alternative data collection methods.

Furthermore, a key consideration here was the pace at which internet research
methods can facilitate data collections. Public opinion, news cycles, and social media
trends can rapidly change or decay, making data collection timeframes a priority.
Crowdsourced recruitment platforms such as Prolific provide an efficient means for data
collection in terms of both cost and time, particularly in the context of recruiting specific
participant groups.

There are, of course, valid criticisms of recruitment platforms. For instance, rival
platform Amazon’s MTurk has previously been criticised for diminished data quality
(Chmielewski & Kucker, 2020). However, evidence suggests that Prolific (the platform
exclusively used here) has a considerably better quality of data than MTurk (Gupta et al.,
2021; Peer et al., 2022; Uittenhove et al., 2023). Indeed, Prolific-sourced participants may
produce data of a comparable quality to lab-based (Gupta et al., 2021) and web-based
student samples (Uittenhove et al., 2023). Participant screening functions on Prolific and
security settings on Qualtrics (including bot checkers) were also used to help further
improve data quality here. Additionally, while an important ethical criticism of MTurk is
their low participant payment rates (Williamson, 2016), the minimum rates of pay on

Prolific are considerably higher (Palan & Schitter, 2018). Prolific and Qualtrics are not, of
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course, the only methods of data collection which could have been used here or in the

future. The use of alternative approaches is therefore explored in the general discussion.

3.2.2. Statistical Analysis and Open Research Practices

The main types of analyses used in this thesis were ANCOVA and multiple
regression. Sample sizes were calculated using power analysis prior to data collection to
ensure that relevant effect sizes were detectable. These were generally based on Ferguson's
(2009) minimum recommendations, as effects of these size are thought to have potential
real world implications. Assumptions for inferential tests were also checked, with any
violations noted. Furthermore, several advanced analysis techniques (and corresponding
software) were picked up during the course of this PhD. Firstly, PROCESS plug in for
SPSS was used for mediation analyses in study three and conditional process analyses in
studies 4 and 5. Study four also included linguistic analysis using the extended moral
foundations dictionary (F. R. Hopp et al., 2021), requiring Python to generate the data.
Additionally, analysis using R and Jamovi were also conducted.

The use of open research practices has developed alongside the thesis. The general
aim of these practices is helping improve the accessibility and transparency of research.
While all hypotheses, sample sizes, and planned analyses were decided ahead of data
collection, studies 3-5 were pre-registered on AsPredicted. Furthermore, all data and
syntax have been shared in line with open research data principles. Finally, the first paper
arising from this thesis has been published in an open access journal, with data and syntax

available via the Open Science Framework.
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Chapter 4. Study One
This chapter begins by discussing the social media environments that
disinformation® campaigns often target and some of the research that looks at why users
may interact with strategically disseminated disinformation. The relationship between
disinformation spread and beliefs is discussed, before exploring how people may prioritise
the expression of such beliefs above accuracy. Finally, the potential influence of moral
evaluations is considered. The relationship between beliefs, interaction and moral
judgements of belief-consistent disinformation is tested through a series of multiple
regressions. Exploratory analysis then looks at the influence of belief-consistency on
individual digital interactions before testing for effects of group membership on
interactions and moral judgements.
4.1. Introduction
The algorithmic ordering of feeds and microtargeting of advertising ensure

individuals are presented with highly relevant information. Social Media Platforms (SMPs)
are therefore commercial environments designed with users’ attention in mind in addition
to connectivity. As such, a typical feed may feature content from a mix of other users,
businesses, and media organisations. Notably, almost half the UK adult population get
their news through SMPs (Ofcom, 2022). SMPs are also the most popular news source for
16-35 year olds. These are also locations within which users can make purchasing
decisions, discuss health issues, or find advice on employment. The use of SMPs as
locations for information seeking may therefore mean people are particularly susceptible to

disinformation within this context.

1 While both “disinformation” and “misinformation” refer to false or misleading information, the former’s
creation and spread has an underlying purpose of deception (Digital Culture Media and Sport Committee,
2019). This could be for personal, political, or financial gain, or specifically to cause harm. If individuals
unknowingly interact with this information, it is referred to as “misinformation”. For the purpose of this
chapter the term misinformation is used when either may apply.
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Creators of disinformation take advantage of SMP spaces and features to
disseminate misleading content to their intended audiences. At the most organised levels, a
single disinformation campaign may produce a number of competing narratives around a
single issue to target the common, yet specific, interests of different groups (Diresta et al.,
2019). In 2020 (a year marked by major events including a global pandemic, police
brutality protests and a US presidential election) the sheer variety of disinformation
observed during this time demonstrates how disinformation, even around a single event, is
not homogenous. Disinformation may also subtly blend in amongst genuine content and
can be tailored to appeal to different beliefs or groups. There is arguably value in
developing our understanding of how pre-existing beliefs may lead people to interact with
belief-consistent misinformation, particularly during a crisis.

Recent critical analysis of disinformation research and policy identified a need for
issue-specific approaches to disinformation research (Colley et al., 2020). Colley et al.
(2020) highlighted links between the COVID-19 5G conspiracy theory and pre-existing,
unsubstantiated beliefs around health risks of radio waves and microwaves. On one hand,
many people may judge content featuring the 5G conspiracy to be “implausible” or
extreme. However, the safety of radio and microwaves have been questioned in British
society for around 40 years and prior to the pandemic, more than a third of the UK
population believed electromagnetic frequencies to be carcinogens (Colley et al., 2020;
Shahab et al., 2018). Concern surrounding the lack of official guidance regarding 5G
implementation was also flagged by fact-checking organisations in early 2019 (Full Fact,
2020). For individuals who already felt these technologies are unsafe, seemingly harmless
posts implying connections between 5G and COVID-19 may not only appear legitimate,
but also important information to share. As such, pre-existing beliefs may aid the

dissemination of belief-consistent misinformation during times of crisis.
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4.1.1. Social Media Platforms as Social Environments

When using a platform, users may be more prone to thinking and acting like a
group member when identity-relevant cues are present. The conditions of physical
isolation and, under certain circumstances, anonymity afforded by these digital spaces may
shift a user’s focus to their social identities (Spears et al., 1990) and increase the likelihood
of them conforming to group norms (Coppolino Perfumi et al., 2019). These
deindividuation effects may lead judgements to become more polarised in favour of an
ingroup (Spears et al., 1990), potentially even if users are exposed to both sides of an
argument (E.-J. Lee, 2007). Individuals may then be more vulnerable to sharing or
interacting with identity-related misinformation within SMPs than when offline.

Social media use is often categorised into “active” and “passive”. The former
describes behaviour where people interact with other users or accounts, for instance, by
sharing information, leaving comments, or “liking” another user’s post (Kross et al., 2021).
When users consume information within an SMP but do not interact this is described as
passive use. When users encounter content within SMPs their decisions to interact with it
may be influenced by numerous factors. Arguably, these may also extend to interactions
with misinformation. For instance, people are more likely to interact with misinformation
posted by someone they trust (Buchanan & Benson, 2019) which may be expected given
that SMPs are digital locations for building and sustaining relationships.

Furthermore, users may also decide to share a post based on how personally
relevant it is (C.-C. Huang et al., 2009) or their attitudes towards it (J. Huang et al., 2013).
They may also use low-cost actions such as “liking” to signal agreement or enjoyment (R.
A. Hayes et al., 2016; S.-Y. Lee et al., 2016; Lowe-Calverley & Grieve, 2018; Sumner et
al., 2017). While this mode of feedback is relatively effortless compared to commenting,
“likes” are highly valued by some users (Chua & Chang, 2016) and can produce a sense of
reward in the recipient (R. A. Hayes et al., 2016). People are also motivated to reward

those who share similar beliefs to them (Allen & Wilder, 1975) and may avoid interacting
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with posts by friends if the information conflicts with their beliefs (Sumner et al., 2017).
Therefore, identity-related concerns may be prioritised above personal relationships within
SMPs when required.

Compared to likes, actions such as sharing are a relatively more visible interaction.
Research suggests SMP users may be less willing to express beliefs they perceive to be in
the minority, particularly if they are controversial (Y. Liu et al., 2017). However, within
more intimate digital settings (e.g. private groups, direct messages) these identity-concerns
may be alleviated. For example, research suggests that people perceive fellow ingroup
members to have similar attitudes towards childhood vaccinations than themselves, and
that attitudes of outgroup members are more likely to differ (Rabinowitz et al., 2016).
When a user perceives an audience to hold similar beliefs (e.g. a private group) any
concerns for sharing belief-consistent posts may be reduced.

4.1.1.1 Strategic Targeting of Disinformation on Social Media. Disinformation
campaigns have been known to curate and disseminate materials which target opposing
sides of an issue (Francois et al., 2019) or even reframe a message to appeal to different
political attitudes (DiResta et al., 2019). Using examples of memes that had previously
been spread by the Internet Research Agency (IRA), Helmus et al. (2020) found
participants who were politically left or right leaning were more likely to “like” memes
when they were politically-concordant than politically-discordant. They were also most
likely to “like” content which supported their country (e.g. the USA). This suggests that
decisions regarding interactions may have been influenced by participants’ social identity
(e.g. national, political).

However, a proportion of participants also reported they were likely to interact or
experience positive emotions in relation to politically-discordant memes (Helmus et al.,
2020). Another consideration is that while certain stances may be associated with the

values and attitudes of one end of the political spectrum, it does not necessarily reflect the
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specific beliefs and priorities of every left-leaning or right-leaning individual. Models of
political ideology may provide a way of explaining en-masse how individuals organise
their political beliefs, but may not accurately represent individuals own personal belief
systems (Feldman, 2013). For instance, Helmus et al. (2020) categorised pro-gun memes
as “right-leaning”. While this may reflect the issue’s political leaning, it arguably does not
reflect the actual beliefs of every politically right-leaning American. Indeed, around 20%
of Republicans prioritise gun control over gun rights, while more Republicans also believe
that gun control laws are “not strict enough” rather than “too strict” (31% vs 20%)
(Schaeffer, 2019). While perhaps a minority, it does highlight the potential issues with
conflating political-leaning or affiliation with specific beliefs.

Furthermore, the IRA has previously employed strategies to target specific
communities and sub-cultures within SMPs. For instance, networks of inauthentic “sock
puppet” accounts were found on several platforms that appropriated the identities of
subcultural and activist groups in an attempt to generate trusting followings (Francois et
al., 2019; Nimmo, Frangois, Eib, & Ronzaud, 2020; Nimmo, Frangois, Eib, Ronzaud, et
al., 2020). These accounts often focused on specific issues, for example feminism,
LGBTQ+ rights, the environment, pro-police, or southern confederacy. In a study looking
at data based on interactions with these sock puppet accounts, Freelon et al. (2022) found
accounts which inauthentically presented as Black American activists received more likes,
retweets and comments than other categories (e.g. right-leaning, news accounts, hashtag
gamers). They also indicated that when these accounts are merged with a general left-
leaning category (as in previous studies) they potentially falsely inflate interactions. This
again suggests that focusing on broadly defined ideological groups may not accurately
represent relationships between misinformation and interaction behaviour.

However, the use of categorical (e.g. political party) (Helgason & Effron, 2022)
and self-reported political orientation placement (Farago et al., 2020; Helmus et al., 2020)

as a representation of “political belief” is not uncommon in this area. Arguably, it may be
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more effective to focus on the specific attitudes and beliefs of interest. Indeed, research
that compared personal stance on abortion in relation to the position of misinformation
about abortion found that individuals were more likely to believe and interact with stance-
consistent misinformation, particularly when they felt the issue was important (A. Kim et
al., 2019). Therefore, capturing and measuring specific beliefs that relate to the messaging
within misinformation content may more accurately represent a users’ likelihood of
interacting than broader ideological categories or groups alone.

4.1.2. Personal Beliefs and the Spread of Misinformation

While research suggests that engaging in deliberative reasoning may help users
identify disinformation, perceived plausibility appears to play an underlying role
(Pennycook & Rand, 2019). However, disinformation can be extremely plausible and may
be difficult to detect not least without motivation, skills, or relevant knowledge. To
complicate things further, factually accurate but misleading content is increasingly being
spread in attempts to counter Al detection systems (Wardle, 2019). Imposter, fabricated
and manipulated content also make judgements based on “quality” cues more difficult, but
also a growing reality with the rise of affordable and user-friendly image and video editing
software. As such, it may be difficult for citizens for use their own judgement to verify
misinformation and in some instances may lean towards perceiving it as legitimate.

Research suggests people are more likely to believe misinformation that supports
their politics (Allcott & Gentzkow, 2017; A. Kim et al., 2019), and may generally be less
sceptical of memes that align with their political views (Huntington, 2020). Moreover,
other types of beliefs may increase susceptibility to misinformation. For instance, research
suggests levels of trust in scientists may be an important predictor of increased
susceptibility to COVID-19 related misinformation (Agley & Xiao, 2021; Roozenbeek et
al., 2020; Su, 2021). Roozenbeek et al. (2020) found participants from five countries who

reported lower trust in scientists judged misleading statements about COVID-19 to be
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more reliable than individuals with higher trust. Comparably, other trust-related predictors
(such as trust in government) only met significance in specific countries and were less
important to the overall models. This is notable, given that the misinformation statements
focused on the virus origin, contagion and cures which may clearly relate to “science”.
Furthermore, each country would have a specific “government” (each with its own
approach to the pandemic) and therefore distinctions between countries may be more
likely.

However, in contrast, others have found that higher trust in scientists may be
related to increased acceptance and intentions to spread pseudoscience (O’Brien et al.,
2021). Taken together, these findings would suggest that as with political beliefs, the
relationship between beliefs and misinformation susceptibility is not necessarily one-way,
but dependent on the “misinformation” being presented. Additionally, people are also more
likely to share misinformation when they believe the content (Buchanan, 2020; Halpern et
al., 2019; A. Kim et al., 2019; Pennycook, McPhetres, et al., 2020). Therefore, when
people are presented with misinformation supporting specific beliefs they hold about the
world, an issue or an event, they may not only be more likely to feel it is true, they may

also spread it further.

4.1.3. Self-Expression, Disinformation and “The Truth”

It is somewhat important to consider that users spread information on SMPs for a
variety of reasons, not simply because they know it to be accurate. Indeed, SMPs provide
users with spaces within which they may express their personal realities with other
likeminded individuals and limited gatekeeping. For instance, users may use imagery such
as memes to express identity (Ask & Abidin, 2018; DeCook, 2018; Mahoney, 2020) or
prejudice towards a person or a group (Andreasen, 2021; DeCook, 2018; Nee & De Maio,
2019; Stassen & Bates, 2020). Memes can also be used to express feelings towards a

specific issue (Stassen & Bates, 2020). Therefore if users encounter misinformation that
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supports their beliefs about the world, they may spread it further as a means of self-
expression.

Beliefs can, however, be subjective. Indeed, beliefs may be understood as a
particular outcome a person perceives to be “true” to varying levels of certainty (Huber,
2009). However, the specific degree of said outcome may not itself be objective as it will
exist across a spectrum of potential outcomes. Arguably then, belief-consistent
disinformation may represent something that feels true, even when people know it is
factually inaccurate. As such, people may interpret belief-consistent disinformation as
different in some way from “disinformation” generally. For instance, this might explain
why people can associate concepts related to disinformation (e.g. “fake news”) with those
who hold political beliefs which are different to their own (Michael & Breaux, 2021; Tong
et al., 2020; van der Linden et al., 2020). People at the extreme ends of the political
spectrum are also thought to perceive their own beliefs to be superior or simply “correct”
(Harris & Van Bavel, 2021; Toner et al., 2013). Therefore, the way that beliefs are held
could influence people to adapt their evaluations of spreading disinformation that is belief-
consistent, even if they know it is factually untrue.

Moreover, while individuals do generally report that the accuracy of information
they share is important to them (Pennycook, Epstein, et al., 2021), they may still consider
sharing false information after being informed it is factually inaccurate, for instance,
through the presence of fact-checking tags (Oeldorf-Hirsch et al., 2020). Indeed, while
such tags appeared to influence other judgements (such as perceptions of a website),
Oeldorf-Hirsh et al. (2020) found fact-checking tags may do little to reduce credibility
assessments of disinformation. This suggests there may be instances where the factual
basis of disinformation is itself perceived as less important than the overall message being

depicted and any personal desire to spread this further.
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4.1.4. Morality and Misinformation

Accuracy may not be the sole reason why a person may refrain from interacting
with misinformation. People may not interact with information they know to be false (and
arguably, also other types of content) because they feel it is not moral to do so. Indeed,
recent work has highlighted the potential importance of perceived morality (e.g. “right”
and “wrong”) for misinformation research. For instance, Effron & Raj (2020) found that
repeatedly encountering disinformation reduces any moral condemnation of sharing it and,
in turn, increases intentions to share (even when aware it is untrue). Thinking about
whether disinformation could have been true (Effron, 2018) or might become true
(Helgason & Effron, 2022) has a similar effect. Effron & Helgason (2022) suggest
repetition and imagination may lead its “gist” (e.g. general idea) to seem truer (even if the
information is still acknowledged as being otherwise factually incorrect) and as such is
perceived as more acceptable to share. Arguably then, if people feel that the “gist” of
belief-consistent disinformation is true, then this may lead them to be more morally lenient
about spreading it further.

Morality also plays an important role in the self-regulation of behaviour.
Specifically, the social cognitive theory of moral thought and action suggests violations of
personal moral standards may lead to self-condemnation and, as such, people may regulate
their behaviour to avoid this (Bandura, 1991a). As such, if people feel it is “wrong” to
spread a piece of content they may refrain from doing so. However, while a person may
feel spreading disinformation is “wrong” they may not always be informed or able to
identify that disinformation is “disinformation”. As such, they may not perceive any
potential moral violations surrounding sharing belief-consistent misinformation. Indeed,
users may not feel it is “untruthful” to spread misinformation if they perceive it to be
accurate. Without any active intention to mislead others they may also be unlikely to feel it

is “dishonest” (see Barber, 2020 for an overview). In contrast, the less consistent
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misinformation is with a person’s beliefs, the less “true” it might feel and therefore the
more likely it may be perceived as being potentially “wrong” to spread.

Yet, as previously discussed, people may also be more morally lenient towards
disinformation when it has been made to feel more “true” in other ways and, in turn, more
likely to share it with others (e.g. Effron, 2018; Effron & Raj, 2020; Helgason & Effron,
2022). Other research suggests people may not necessarily view “dishonesty” as “lying”
when doing so benefits others, perhaps because they view prosocial acts of dishonesty as
more morally acceptable (Cantarero & Szarota, 2017). Therefore learning a post is
“inaccurate” may not necessarily always mean it will be viewed as “wrong” to spread,
even by people who feel that about disinformation generally. Indeed, people are able to
minimise violations of moral standards when required. For instance, moral disengagement
strategies, such as redefining the behaviour or disregarding the impact of actions, may
allow users to protect their self-esteem when taking part in morally questionable behaviour
(Bandura, 1999) such as cyberbullying (Meter & Bauman, 2018), cyberstalking (Fissel et
al., 2021) and hacking (R. Young et al., 2007). Additionally, Heering et al. (2020) found
people may legitimise potentially harmful digital behaviours if they feel the target is
unresponsive to their own needs . Therefore, when users believe a certain outcome is true,
they may find ways to justify the sharing of false information that otherwise supports said
belief to help ensure it does not violate their moral standards.

4.1.5. The Present Study

The aim of the present study is to explore whether the consistency between issue-
specific beliefs and misinformation can predict moral judgements and intentions to interact
with the content. Data were collected in January 2021 while COVID-19 restrictions were
still in place within the UK. Therefore, study materials were related to the pandemic.
Misinformation from two over-arching topics were selected, and both of which then being

divided into two opposing categories. These were misinformation that were “Favourable”
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or “Unfavourable” towards the UK Government’s handling of COVID-19 and
misinformation that sought to either “Minimise” or “Maximise” the threat of the virus
itself.

This approach was selected as during the easing of the first lockdown restrictions
within the UK Duffy & Allington (2020) observed social divisions across dimensions of
government trust in relation to the handling of COVID-19 (high vs low) and risk
perceptions of COVID-19 risks (high vs. low). One group associated with perceiving
COVID-19 to be lower risk was also most likely to believe authorities had exaggerated
mortality rates. Furthermore, Smith et al. (2020) found lower levels of concern and risk
perception of COVID-19 were also associated with reduced adherence to self-isolation and
lockdown guidelines. Notably, official fact-check websites identified a number of popular
SMP posts which attempted to understate the risk of COVID-19, particularly in regards to
restrictions (Allen-Kinross, 2020a; Krishna, 2020) and so it may be plausible that this type
of misinformation could appeal to those who perceive COVID-19 to be lower risk.

Duffy & Allington's (2020) findings also indicate that a group associated with
perceiving COVID-19 to be higher risk were also most likely to believe authorities were
deliberately underreporting mortality rates. Notably, much misinformation identified as
circulating on SMPs, particularly early on in the pandemic, did portray the virus as an
extreme risk (AAP Factcheck, 2020; Panjwani, 2020b). Therefore it may be plausible that
people who perceive COVID-19 to be a higher risk could also be more likely to share this
type of information on SMPs, if only to communicate what they believe to be an accurate
level of risk.

There were also examples during the course of the pandemic of misinformation that
either positively framed or undermined the government. For instance, disinformation
aimed at Boris Johnson (Fisher, 2020; Rana & O’Neill, 2020) but also examples of
incorrect statistics and other information quoted by UK Government officials (Allen-

Kinross, 2020b; Panjwani, 2020a). However, while there were clear partisan differences in
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trust levels over the UK Government’s handling of COVID-19 (B. Duffy & Allington,
2020; W. Jennings et al., 2020), individual trust levels within-each party were neither
homogenous (W. Jennings et al., 2020) or stable (YouGov, 2021). It is because of this that
the hypotheses will take a belief, as opposed to group, based approach to understand why
individuals interact with misinformation.

It was predicted that individuals who hold issue-specific beliefs would be more

likely to engage with misinformation that relates to aforementioned belief:

H1. Individuals who have lower trust in the UK Government’s handling of COVID-19
(COVID-19) would report greater likelihood of interaction with misinformation that is
unfavourable towards the government.

H2. Individuals who have higher trust in the UK Government’s handling of COVID-
19 would report greater likelihood of interaction with misinformation that is
favourable towards the government.

H3. Individuals who believe COVID-19 to be lower risk would report greater
likelihood of interaction with misinformation that minimises COVID-19 risk

H4. Individuals who believe COVID-19 to be higher risk would report greater

likelihood of interaction with misinformation that maximises COVID-19 risk.

It was also predicted that individuals presented with disinformation that aligned
with their beliefs would judge it more morally acceptable to share on social media than

individuals for whom the disinformation opposed their beliefs:

HS. Individuals reporting lower trust in the UK Government’s handling of COVID-19
would judge the sharing of disinformation that is unfavourable towards the
government as more morally acceptable than individuals reporting higher trust in the

government.
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H6. Individuals reporting higher trust in the UK Government’s handling of COVID-19
would judge the sharing of disinformation that is favourable towards the government
as more morally acceptable than those reporting lower trust in the government.
H7. Individuals who believe COVID-19 to be lower risk would judge the sharing of
disinformation that minimises COVID-19 risk as more morally acceptable than those
who believe COVID-19 to be higher risk.
H8. Individuals who believe COVID-19 to be higher risk will judge the sharing of
disinformation that maximises COVID-19 risk as more morally acceptable than those

who believe COVID-19 to be lower risk.

4.2. Method

4.2.1. Development of Stimuli

To ensure that stimuli reflected relevant, real world disinformation, two
overarching topics were selected that had been identified as disinformation narratives
circulating on social media during the COVID-19 pandemic by fact-checkers (Brennan et
al., 2020; John, 2020; Poytner, 2021). Disinformation themes that had been a major focus
of media coverage (e.g. conspiracy theories, alleged cures, or anti-vaccine) were avoided.
This was to reduce the likelihood of participants being already familiar with these
disinformation narratives. In reality, it is usually up to the individual user to distinguish
whether information posted within SMPs is factually correct or not (the exception being
when a post is accompanied by a fact-check).

The first topic focused on the Government’s handling of the crisis (i.e. “political”).
The second theme was around the severity of the threat posed by the virus. A total of four
stimuli sets were required for the study. These were “Favourable” or “Unfavourable”

towards the UK Government and “Minimised” or “Maximised” the risk of COVID-19. A
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small pilot study was therefore carried out to assign materials to each of these four
categories.
4.2.1.1 Pilot Study

4.2.1.1.1 Materials. A selection of 16 items across 2 key topics were piloted. All
items featured false or misleading information at the time the study took place (e.g.
imagery used out of context or incorrect statistics). These either related to the performance
of the UK Government or COVID-19 risk. The need for a balance of opposing stimuli for
each theme was also considered during this initial selection stage (for example, four items
depicting COVID-19 as high risk and four items as low risk). The stimuli were images
sourced through fact-checking resources such as Full Fact, the Associated Press and
Reuters, or taken directly from publicly available social media pages. For the latter, the
information either closely mirrored another fact-check or a reputable source had been

consulted to cross-check for accuracy.

4.2.1.1.2 Participants. 23 participants (6 males) aged 20-65 (M = 28.91, SD =
12.32) were recruited for the study via social media and were required to be residents of

England. Ethical approval was obtained from the University’s Psychology Ethics

Committee ETH2021-0737 (Appendix A).

4.2.1.1.3Procedure. The study was hosted online using the survey platform
Qualtrics. Participants first answered basic demographic questions (age, gender, and
location). Eight images related to the UK Government were presented (Figure 4.1), with
participants asked to rate how favourable the images were towards the UK Government
across an 11-point scale, from “Very unfavourable” to “Very favourable”. Next, eight
images relating to COVID-19 were presented (Figure 4.2), with participants asked to rate
how high a risk the image made COVID-19 appear. This again used an 11-point scale from

“Not at all risky” to “Very high risk”. Finally, participants were thanked and debriefed.



Figure 4.1

Piloted Political Stimuli for Study One: “Favourable” and “Unfavourable” Towards the UK Government.
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Note. Panels A-D feature misinformation “Favourable” towards the UK Government. Panels E-H feature misinformation “Unfavourable” towards the UK Government.



Figure 4.2

Piloted Virus Stimuli for Study One: “Minimising” and “Maximising” the Threat of the COVID-19 Virus.
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Note. Panels A-D feature misinformation that “Minimises” the threat of COVID-19. Panels E-H feature misinformation that “Maximises” the threat of COVID-19.
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4.2.1.1.4 Results. Mean favourability scores for government-related stimuli are

displayed in Table 4.1. Scores below 6 indicate content that was rated as unfavourable
while scores over 6, favourable. One image fell into an unexpected category (FG3). The
remaining images with mean scores above 6 were selected for the “Favourable” stimuli set.
Of the remaining items, the three with the lowest mean favourability scores were selected
for the “Unfavourable” set of stimuli.
Table 4.1

Mean Favourability Ratings of Political Stimuli

Item Mean SD Minimum Maximum
FG 1* 8.39 1.34 5 10
FG 2* 8.57 1.53 6 11
FG3 3.91 2.23 1 9
FG 4* 8.57 1.62 5 11
UG 1* 2.04 1.02 1 4
UG 2* 1.96 1.61 1 6
UG 3* 1.96 1.30 1 6
uG4 3.35 2.12 1 9

Note. N = 23. Abbreviation, FG = “Favourable towards Government”, UG = “Unfavourable

towards Government”. *items in final selection.

For COVID-19 related images the three images with the highest and lowest mean

risk perception scores were selected for “Maximising” and “Minimising” sets of stimuli

(Table 4.2).



74
Table 4.2

Mean Risk Ratings of Virus-Related Stimuli

Item Mean SD Minimum Maximum
MinCV 1 3.43 1.88 1 8
MinCV 2* 3.09 2.15 1 10
MinCV 3* 3.04 2.14 1 8
MinCV 4* 3.22 1.70 1 7
MaxCV 1* 7.04 1.64 4 10
MaxCV 2 6.48 2.11 1 10
MaxCV 3* 9.35 1.58 5 11
MaxCV 4* 7.87 1.58 2 10

Note. N = 23. Abbreviations, MinCV = “Minimising COVID-19”, MaxCV = “Maximising

COVID-19”. * items in final selection.

To check that the final pairs of stimuli sets were significantly different from one
another in terms of “favourability” or “risk”, the mean scores for each of the final stimuli
set were calculated. A paired sample t-test showed that the difference between
favourability ratings of Unfavourable (M = 1.99, SD = 1.52) and Favourable (M = 8.51,
SD = 1.33) stimuli was significant (t(22) = 13.99, p < .001, d = 2.91). Furthermore, the
difference between risk ratings for Minimising (M = 3.12, SD = 1.59) and Maximising (M
=8.09, SD = 1.11) misinformation was also significant (t(22) = 11.83, p <.001, d = 2.47.
The large effect sizes observed here (J. Cohen, 1992) indicate that messages within the
final selection of stimuli sets are distinctly different from their counterpart (e.g. in terms of
favourability or risk).

4.2.1.1.5 Discussion. The final selection of images were identified as either the most
Favourable or Unfavourable towards the UK Government, or presented COVID-19 as
either the highest or lowest risk (and have been allocated as such). Across the four stimuli
sets, each topic pair presented a message that was significantly different from its
counterpart. Therefore this combination of stimuli grouping is suitable for use as four

distinct “themes” in the main study.
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4.2.2. Main Study

4.2.2.1 Participants

218 participants (85 males) aged 19-81 (M = 40.98, SD = 14.34) were recruited
through Prolific to take part in the study. Ethical approval was obtained from the
University’s Psychology Ethics Committee ETH2021-0777 (Appendix B). Sample size
was determined through a power analysis using G*Power, which indicated that 191
participants were needed to detect R? = .04 with 80% power. An effect size of r2 = .04 is a
recommended minimum within social science research (Ferguson, 2009).

All participants were required to have an active Facebook account and currently be
residing in England. This is because other nations within the United Kingdom have
devolved governments who managed their own COVID-19 response. Furthermore,
recruitment was split across four equal-sized groups using Prolific’s screening tools to best
ensure a balance of political views. Places on the study were therefore allocated based on
political affiliation (e.g. identifying self as being left or right side of political spectrum)
and Brexit vote (e.g. voted either to “Leave” the European Union or to “Remain”). Of the
participants who took part in the study, the majority reported they would either vote for the
Conservatives (N = 87) or Labour Party (N = 93) if the election were held the following
day. For analysis where political parties are compared, participants who indicated anything
other than these two parties were excluded from analysis due to small samples (Table 4.3).
Table 4.3

Participant Demographics for Study One

N %
Total 218 100.0
Gender
Female 132 60.6
Male 85 39.0

Non-Binary 1 0.5




76

N %
Education completed
Less than GCSEs 2 0.9
GCSEs 30 13.8
A-Levels 42 19.3
Bachelor’s Degree 102 46.8
Master’s Degree 38 174
Doctoral Dearee 3 1.4
Other 1 0.5
Political Party
Conservatives 87 40.0
Labour 93 42.7
Liberal Democrats 5 2.3
Other 16 7.3
Unsure 17 7.8

4.2.2.2 Materials and Measures.

4.2.2.2.1Citizen Trust in Government Organisation Scale, Appendix C. Beliefs
surrounding trust in the UK Government’s handling of COVID-19 were assessed using the
Citizen Trust in Government Organisation Scale (Grimmelikhuijsen & Knies, 2015). The
original scale is provided as a template allowing questions to be tailored for specific issues.
For example, “When it concerns the handling of... ‘the COVID-19 pandemic in the UK, ...
the government are capable”. A total of nine statements are included, with three
statements relating to each dimension of trust (Competence, Benevolence and Integrity).
Participants rated the level to which they agreed or disagreed with each statement using a
7-point Likert scale and an overall “Trust” score was created from the mean of all nine
items summed.

When combined, the full scale had acceptable reliability (M = 3.40; SD = 1.60; o. =

.97). Across the two major political parties, Conservative voters reported significantly
higher trust levels than Labour voters with a large effect size (t(178) = 14.95, p <.001, d =

2.22). This is to be expected as the Conservative party formed the Government at the time
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of data collection, and reflects other findings that Conservative voters were more trusting
of the Government’s pandemic effort (B. Duffy & Allington, 2020; W. Jennings et al.,

2020). This suggests the scales are valid in their ability to distinguish levels of trust.

4.2.2.2.2 COVID-19 Perceived Risk Scale, Appendix D. To measure participants’
beliefs surrounding the risk of COVID-19, participants answered eight questions from the
COVID-19 Perceived Risk Scale (Yildirim & Giiler, 2020), for example “What is the
likelihood that you would catch COVID-19? . Responses were collected using a Likert
scale of 1 (Negligible) to 5 (Very High). This scale measures perceived risk across both
cognitive and emotional dimensions. The full perceived risk scale had acceptable
reliability (M = 3.02, SD = 0.66, a.= .83).

Female participants also scored significantly higher than male participants on the
full risk scale (t(214) = 2.32, p < .05, d =.32). Again, this was to be expected as both the
original study (Yildirim & Giiler, 2020) and original SARS risk scale (Brug et al., 2004)
reported similar findings.

4.2.2.2.3 Social Media “Interactions” with Misinformation. Participants were
presented at random with each of the 12 stimuli selected from the pilot study. In total
participants saw four categories of stimuli — “Favourable” or “Unfavourable” towards the
UK Government, or “Minimising” or “Maximising” in regard to COVID-19 risk.
However, at this stage of the study participants were not informed of the misleading nature
of the information. To avoid social desirability effects, the participant invitation letter also
made no reference to the veracity of the information presented in the study, only
mentioning that the images were drawn from social media and not created by the
researcher.

For each item, participants were asked “If a Facebook friend posted this image,
how likely is it that you would have “liked’, shared privately (e.g. send to a friend or a

private Facebook group) or shared publicly (e.g. to your own wall or newsfeed) . Liking
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and sharing are distinct behaviours with differing levels of effort required to interact with
each (C. Kim & Yang, 2017). Furthermore, SMP users may engage with self-
presentational strategies on social media, particularly surrounding divisive topics (Y. Liu et
al., 2017). Users may therefore choose to share some content in more exclusive spaces
(e.g. direct messaging, private groups). Ensuring that these private options for sharing are
included in analysis may capture interactions that could otherwise be missed. Each
behaviour (“liking”, sharing privately, sharing publicly) was rated separately on a 7-point
Likert scale from “Extremely unlikely” to “Extremely likely”. For each stimuli set the
responses for each behaviour were summed and a mean score created. Finally, combined,
and averaged scores of all three behaviours were produced to create overall “interaction”
scores.

4.2.2.2.4 Moral Judgements of Sharing Misinformation. For the final stage of the
study participants were informed that the materials had been flagged as problematic by
independent fact-checkers for being untrue or taken out of context. All 12 stimuli items
were presented again, and participants were asked to judge how morally acceptable it was
for others to share the post. Responses were given using a 7-point Likert scale from
“Extremely unacceptable” to “Extremely acceptable”. A mean score for each stimuli set

was created.

4.2.2.3 Data Analysis

The present study employed multiple regressions to test the hypotheses. All tests
applied an a level of .05. The dependent variable for H1-H4 was the relevant combined
Interaction scores and for H5-H8 the corresponding Moral Judgement scores. To check the
findings with non-parametric tests, Spearman’s correlations were run following each
regression. “Trust in Government”, “Perceived Risk”, gender and age were used as

predictors in all regressions.



4.3. Results

Quialtrics data were exported into Excel for data cleaning before importing into
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SPSS. Four participants were removed from analysis due to not having Facebook accounts

or lack of variance in answers. Responses for “Trust in Government”, “Perceived Risk”

and moral judgements for each stimuli category were summed and mean scores calculated.

To create interaction scores, each stimuli category had mean scores calculated for each

interaction type (“Like”, “Privately Shared”, “Publicly Shared”) as well as a pooled mean

score consisting of all three interaction types.

Descriptive statistics for all variables are shown in Table 4.4, with histograms and

QQ plots of predictor variables provided in Appendix E.
Table 4.4

Summary of Descriptive Statistics by Misinformation Category

Range
N M SD «a Potential Actual Skewness  Kurtosis
Age 218 40.94 14.37 19-81 0.49 —-0.76
Trust in 218 3.40 1.60 .97 1-7 1.00-6.89 0.10 -1.22
Government
COVID-19 218 3.02 0.66 .83 1-5 1.13-4.63 -0.23 —-0.30
Perceived Risk
Favourable
All - Interaction 218 2.09 1.32 1-7 1.00-6.56 1.33 1.00
Like 218 255 1.74 1-7 1.00-7.00 0.91 —0.42
Privately Shared 218 1.93 1.30 1-7 1.00-6.33 1.43 1.26
Publicly Shared 218 1.77 1.36 1-7 1.00-7.00 2.08 3.67
Unfavourable
All - Interaction 217 2.29 1.48 1-7 1.00-7.00 1.37 1.42
Like 217 248 1.77 1-7 1.00-7.00 0.85 —0.32
Privately Shared 217 2.29 1.64 1-7 1.00-7.00 1.32 0.96
Publicly Shared 217 1.90 1.52 1-7 1.00-7.00 1.96 3.16
Minimising
All - Interaction 218 1.82 1.29 1-7 1.00-6.67 1.78 2.27
Like 218 2.06 1.58 1-7 1.00-7.00 1.45 1.02
Privately Shared 218 1.82 1.31 1-7 1.00-6.67 1.72 2.21




Range
N M SD «a Potential Actual Skewness  Kurtosis
Publicly Shared 218 159 1.28 1-7 1.00-6.67 2.44 5.23
Maximising
All - Interaction 218 2.09 1.18 1-7 1.00-6.33 1.18 0.90
Like 218 222 131 1-7 1.00-6.67 0.93 0.15
Privately Shared 218 2.20 1.38 1-7 1.00-6.67 1.07 0.30
Publicly Shared 218 1.84 1.27 1-7 1.00-7.00 1.66 2.19
Moral Acceptability
Favourable 218 3.48 1.65 1-7 1.00-7.00 0.20 -0.91
Unfavourable 218 3.02 1.55 1-7 1.00-7.00 0.57 —0.42
Minimising 218 2.44 151 1-7 1.00-6.67 1.01 0.09
Maximising 218 3.00 1.37 1-7 1.00-6.67 0.29 —0.45

Variables were screened for reliability, normality, and homogeneity. There was

evidence of skewness and kurtosis in a number of variables. Of the predictor variables,
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only Trust in Government showed evidence of negative kurtosis. However, while kurtosis

may lead to an underestimate of variance within multiple regressions, Tabachnick & Fidell

(2013) suggest this is only an issue with smaller samples (e.g. below 200) so may not

impact the results here.

Several of the “interaction” variables and the moral acceptability score for

“Minimising” disinformation showed evidence of positive skewness. Examination of the

histograms (Figures 4.3 & 4.4) demonstrated floor effects, where high numbers of

participants indicated it was “extremely unlikely” that they would interact with any of the

stimuli presented from that set, in any manner. This pattern reflects not only the supposed

sharing of misinformation (A. Guess et al., 2019) but also industry figures for interactions

on SMPs generally (Kemp, 2020). As only 19 participants indicated they were “extremely

unlikely” to interact with any of the 12 stimuli items in any manner (but provided

responses with sufficient levels of variance in their moral judgements), one may assume
that these are not simply floor effects but reflect a lack of intention to interact.

Assessments of histograms for the interaction variables suggest that an inverse
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transformation would not be appropriate given the proportion of participants who gave the

lowest possible response across each set. To ensure that the distribution does not influence

the findings, non-parametric tests will be used where possible to support the results.

Figure 4.3

Histograms of Interaction Variables for Individual Misinformation Categories
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Figure 4.4

Histograms of Moral Judgement Variables for Individual Misinformation Categories
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respectively. Panels C & D show “Maximising” & “Minimising” moral acceptability scores.

4.3.1. Planned Tests
4.3.1.1 Effects of Belief Consistency on Interactions with Misinformation

To ensure the assumptions for multiple regression were not violated, preliminary
analyses were conducted to assess normality, linearity, multicollinearity, and
homoscedasticity. Any violations are noted within the results.

First, multiple regressions were carried out to assess whether people were more
likely to interact with misinformation about the UK Government when it was consistent

with their beliefs. Two models were run using “Trust in Government”, “Perceived Risk”,
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age and gender as predictors. The first model predicted intentions to interact with
“Unfavourable” misinformation, while the second predicted intentions to interact with
“Favourable” misinformation. Assessments of P-P plots (Appendix F) suggest that the
residuals for both models may not be normally distributed and therefore the results should
be taken with caution.

The first model significantly predicted intentions to interact with Unfavourable
misinformation, F(4, 210) = 13.55, p < .001, adj. R?=.19. While “Trust in Government”,
“Perceived Risk” and gender all added significantly to the model, Trust was the strongest
predictor (p = —.40, t(214) = —6.23, p < .001) with an effect size above the recommended
minimum effect sizes (RMPE) recommended by Ferguson (2009). As the relationship was
negative, this suggests that lower levels of trust in the government’s handling of the
pandemic was associated with increased intentions to interact with misinformation that
undermined the UK Government. H1 is therefore accepted.

The second model also significantly predicted interaction with Favourable
misinformation, F(4, 211) = 10.80, p <.001, adj. R?=.15. “Trust in Government” and
“Perceived Risk™ added significantly to the model, however, again Trust was the strongest
predictor (p = .40, t(215) = 6.17, p <.001). The effect size of Trust was similar to the first
model; however, the relationship was instead positive, suggesting the level of consistency
between belief and the message expressed by misinformation may be important for
understanding intentions to interact. H2 is therefore accepted. Regression coefficients for

both models can be found in Table 4.5.
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Table 4.5

Summary of Regressions Predicting Interactions with Political Misinformation

Unfavourable Favourable
B SE B B B SE B B
Model
Constant 2.53%** 51 0.52 46
Age 0.01 .01 11 -0.01 .01 -.06
Gender —0.63** 19 =21 -0.24 A7 -.09
Trust —0.37*** .06 —.40 0.33%** .05 40
Risk 0.31* 14 14 0.27* A3 14
R? 21 17
Adi. R? 19xx* 15%**
F 13.55 10.80

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05, ** p < .01 *** p < .001.

Spearman correlations were run to support the findings. These confirmed that Trust
had a significant, negative relationship with intentions to interact with Unfavourable
misinformation (r = —.40) and that the relationship with Favourable misinformation was
positive (r = .39). Both relationships had a medium effect size (J. Cohen, 1992).

Next, the same regression models were used to predict intentions to interact with
“Minimising” and “Maximising” misinformation. Assessment of P-P plots for both models
suggest that the residuals may not be normally distributed (Appendix F) and therefore
again the results should be taken with caution. The first model did not significantly predict
interaction with Minimising misinformation, F(4, 211) = 1.19, p = .32, adj. R>=.004. H3 is
therefore rejected. However, the second model did significantly predict interactions with
Maximising misinformation, F(4, 211) = 3.20, p < .05, adj. R?=.04. Only “Risk” added
significantly to this model and was above RMPE (B = .21, t(215) = 3.09, p <.01). As the

relationship was positive, this suggests that greater perceived risk was associated with
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increased intentions to interact with misinformation that presented COVID-19 as a higher
risk. H4 is therefore accepted. Regression coefficients can be found in Table 4.6.

Table 4.6

Summary of Regressions Predicting Interactions with Virus Misinformation

Minimising Maximising
B SEB B B SE B B
Model
Constant 1.83 49 0.73 44
Ade 0.01 .01 .10 0.003 .01 .04
Gender —-0.16 .18 -.06 -0.19 .16 -.08
Trust 0.03 .06 .03 0.06 .05 .08
Risk -0.13 14 -.07 0.38** 12 21
R? .02 .06
Adi. R? .004 .04*
F 1.19 3.20

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05, ** p < .01. *** p < .001.

Spearman correlations again confirmed that there was a small but significant
relationship between perceived Risk and interaction with Maximising misinformation (r =
.18). There was no significant relationship with Minimising misinformation.
4.3.1.2 Effects of Belief Consistency on Moral Judgements of Disinformation

Further multiple regressions were run to understand whether people are more
morally lenient towards false information that is consistent with their beliefs. The previous
models were used to predict moral judgements of sharing “Unfavourable” and
“Favourable” disinformation. Assessment of the P-P plots suggest that the residuals for the
Unfavourable disinformation model may not be normally distributed (Appendix F).

The first model significantly predicted moral acceptability ratings of Unfavourable

disinformation, F(4, 211) = 12.75, p < .001, adj. R?=.18. Trust in Government and gender
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both added significantly to the model, with Trust in Government being the strongest
predictor (p =—.38, t(215) =—5.92, p <.001). Again the relationship was negative,
suggesting that lower levels of trust were associated with higher ratings of moral
acceptability for spreading disinformation that undermined the UK Government. H5 is
therefore accepted.

The second model also significantly predicted moral acceptability ratings of
Favourable disinformation, F(4, 211) = 4.12, p < .01, adj. R?=.06. Here, only Trust in
Government added significantly to the model and was above Ferguson’s (2009)
recommended minimum for effect sizes ( = .24, t(215) = 3.50, p <.01). As before, the
relationship was positive, suggesting that belief consistency may be important for
understanding how people make moral evaluations of false information. H6 is therefore
accepted. Regression coefficients for both models can be found in Table 4.7.

Table 4.7

Summary of Regressions Predicting Moral Judgements of Political Disinformation

Unfavourable Favourable
B SEB B B SE B B
Model
Constant 5.55%** .53 3.50%** 61
Adge -.01 .01 —-.08 —0.01 .01 -.09
Gender —.49* .20 -.15 —-0.38 .23 -11
Trust = 37x** .06 -.38 0.25** .07 24
Risk 21 15 -.09 —-0.07 17 -.03
R? .20 .07
Adi. R? 18*x** .06**
F 12.75 4.12

Note. Gender coded as dummy variable, M=0,F=1

*p < .05, ** p < .01 *** p < .001.

Moral acceptability ratings of Unfavourable disinformation sharing significantly

correlated with Trust with medium effects (r = —.38). Furthermore, Trust positively
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correlated with the moral acceptability ratings of Favourable disinformation with small
effects (r =.22).

Two final regression models were carried out to assess whether perceptions of
COVID-19 risk could predict the moral judgements of spreading Minimising and
Maximising disinformation. Assessment of the P-P plots suggest that the residuals may not
be normally distributed (Appendix F). The model significantly predicted moral
acceptability ratings of Minimising disinformation, F(4, 211) = 6.34, p < .001, adj. R?=
.09. Only “Perceived Risk™ added significantly to the model and this was above
recommended minimums (f =—.30, t(215) = —4.42, p <.001). This suggested that levels of
perceived risk of COVID-19 are negatively associated with moral acceptability judgements
of spreading disinformation that attempted to minimise the risk of COVID-19. H7 is
therefore accepted. However, the model did not significantly predict moral acceptability
ratings of Maximising disinformation F(4, 211) = 1.66, p = .15, adj. R>=.01. H8 is
therefore rejected. Regression coefficients can be found in Table 4.8.

Table 4.8

Summary of Regressions Predicting Moral Judgements of Virus Disinformation

Minimising Maximising
B SE B B B SE B B
Model
Constant  4.66*** .55 3.69 51
Aae —0.003 .01 —-.03 -0.01 .01 =11
Gender -0.25 21 -.08 -0.40 19 -.14
Trust 0.03 .06 .04 0.002 .06 .002
Risk —0.68*** 15 -.30 -0.01 15 -.01
R? A1 .03
Adi. R? 09** .01
F 6.34 1.66

Note. Gender coded as dummy variable, M=0,F =1

*p < .05, ** p < .01 *** p < .001.
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Spearman correlations confirmed that Risk had a medium sized significant
relationship with moral acceptability of sharing Minimising disinformation (r = —.32) but

no significant correlational relationship was found for Maximising disinformation.
4.3.2. Exploratory Analyses

4.3.2.1 Effects of Belief Consistency on Distinct Interaction Types.

To understand how belief consistency influenced intentions to engage with
misinformation in specific ways (e.g. liking, sharing privately, sharing publicly) a series of
multiple regressions were run. Again, this data had skewness and P-P plots suggest that the
residuals were not normally distributed and therefore the results should be taken with
caution. For misinformation about the UK Government, the models predicting the
likelihood of Liking “Unfavourable” or “Favourable” misinformation accounted for 22%
and 19% of variance respectively. This reduced to 15% and 9% for sharing privately, and
11% and 9% for sharing publicly. Trust remained the strongest predictor across all the
models, and again the direction of its relationship with the interaction type was dependent
on the misinformation being viewed (e.g. Unfavourable or Favourable). Regression
coefficients are displayed in Tables 4.9 and 4.10.

Table 4.9

Summary of Regressions by Interaction Type with Unfavourable Misinformation

Like Share - Privately Share - Publicly
B SE B B B SE B B B SEB B
Model
Constant  3.71*** 59 2.28*** 57 1.16** .54
Age 0.001 .01 .01 0.01 01 .12 0.02** .01 .19
Gender  —-0.78** 22  -22 -0.62** 21 -.19 -0.50* .20 -.16
Trust —0.48*** 07 -.43 -0.36*** .07 -.35 —0.27*** 06 —.29
Risk 0.33* .17 12 0.35* 16 14 0.23 15 .10
R? 24 A7 13
Adj R? 22%** 15*** J1xx*
F 16.37 10.75 7.69

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05. ** p < .01. *** p < .001.
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Table 4.10

Summary of Regressions by Interaction Type with Favourable Misinformation

Like Share - Privately Share - Publicly
B SEB B B SE B B B SE B B
Model
Constant 0.49 59 0.77 A7 0.30 49
Age -0.01 .01 -.10 —-0.01 .01 -.06 0.001 .01 .01
Gender -024 22 -.07 -0.27 18 -.10 —-0.20 18  —.07
Trust 0.50*** .07 .46 0.25*** .06 .30 0.25*** .06 .30
Risk 0.34* 17 .13 0.24 13 12 0.24 14 12
R? 21 10 10
Adj R? 19xx* 09*** 09**>*
F 13.82 6.08 6.02

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05. ** p < .01. *** p < .001.

Furthermore, Risk was the only significant predictor in all three “Maximising”
models. However, the model predicting the public sharing of Maximising misinformation
was significant, accounting for only 5% of variance. None of the models predicting
interactions with “Minimising” misinformation were significant. Regressions coefficients
are displayed in Tables 4.11 and 4.12.

Table 4.11

Summary of Regressions by Interaction Type with Maximising Misinformation

Like Share - Privately Share - Publicly
B SE B B B SE B B B SE B B
Model
Constant 1.14* .49 0.87 .52 0.16 A7
Age 0.00 .01 -.004 0.00 .01 .004 0.01 .01 10
Gender -0.19 .18 -.07 -0.18 19 —-.06 -020 .18 -.08
Trust 0.08 .06 .09 0.04 .06 .05 0.07 .06 .09
Risk 032 14 .16 0.43** 15 .20 0.40** .13 21
R? .03 .04 .07
Adj R? .02 .03 .05**
F 1.86 2.38 4.08

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05. ** p < .01. *** p < .001.
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Table 4.12

Summary of Regressions by Interaction Type with Minimising Misinformation

Like Share - Privately Share - Publicly
B SE B B B SE B B B SE B B
Model
Constant 2.49*** 59 1.96*** 49 1.05* .48
Age 0.01 .01 .07 0.01 .01 .06 0.01* .01 .16
Gender -0.09 22 —-.03 -023 19 -.08 -0.18 .18 .07
Trust 0.06 .07 .06 0.01 .06 .01 0.01 .06 .01
Risk -0.30 17 -13 -009 14 -05 0.01 14 .004
R? .03 .02 .03
Adj R? .01 —-.004 .02
F 1.50 0.78 1.83

Note. Gender coded as dummy variable, M=0,F =1

*p < .05. ** p < .01. *** p < .001.

4.3.2.2 Relationships Between Interactions and Moral Judgements

A series of Spearman’s correlations (Table 4.13) were run to explore the
relationships between reported likelihood of interacting with misinformation (with no prior
accuracy knowledge) and moral judgements of spreading disinformation (upon learning
the information was false or misleading).
Table 4.13

Correlations between Interactions and Moral Judgements by Misinformation Category

Interaction Moral Acceptability

Likelihood Unfavourable Favourable Minimising Maximising
Unfavourable ABFF* .03 .09 20**
Favourable —-.02 .36%** 20%* 18**
Minimising 21%* BLFr* SLF** 22%*
Maximising A7 19%* .07 32%**

*p < .05.** p < .01 *** p < .001.
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There were significant correlations between the interaction scores and moral
judgements of corresponding stimuli, both with medium and large effect sizes (Cohen,
1992). This suggests people who indicated a greater likelihood of interacting with one
category of misinformation may have also been more morally lenient towards sharing it
upon learning it was untrue. Furthermore, there were significant relationships between
intentions to interact with Minimising misinformation and moral judgements of category of
disinformation, although the effect sizes varied from small to large. However, this may
have been in part driven by floor effects in moral acceptability scores for Minimising
disinformation.
4.3.2.3 Political Differences in Interactions and Moral Judgements

There were a number of differences between responses provided by Conservative
and Labour voters. Firstly, Conservative voters were significantly more likely to intend to
interact with Favourable misinformation (M = 2.64, SD = 1.49) than Labour voters (M =
1.71, SD = 0.98), with medium effects (t(147.09) = 4.89, p <.001, d =.74). In turn, Labour
voters reported significantly greater likelihood of interacting with Unfavourable
misinformation (M = 2.79, SD = 1.80) than Conservative voters (M = 1.80, SD = 1.22),
again with medium effects (t(171.53) =—4.71, p <.001, d =.70). Additionally,
Conservative voters reported a greater likelihood of interacting with Minimising
misinformation (M = 2.05, SD = 1.28) than Labour voters (M = 1.54, SD = 1.08), although
the difference was small (t(168.88) = 2.81, p < .01, d = .42). Any difference between the
likelihood of interacting with Maximising misinformation for Conservative (M = 2.20, SD
= 1.23) and Labour voters (M = 2.02, SD = 1.15) was not significant (t(178) = 1.04, p =

.30). Means and standard deviations are displayed in Figure 4.5.
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Figure 4.5

Mean Likelihood of Interacting with Misinformation Split by Political Party.
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A similar pattern emerges for the moral judgements of disinformation. Labour
voters judged spreading Unfavourable disinformation (M = 3.37, SD = 1.53) to be
significantly more acceptable to spread than Conservative voters (M = 2.50, SD = 1.36),
t(178) =-3.98, p <.001, d = .59. In turn, Conservative voters judged Favourable
disinformation to be more morally acceptable to spread (M = 3.96, SD = 1.67) than Labour
voters (M = 3.05, SD = 1.48), t(178) = 3.90, p < .001, d = .58). This suggests both groups
judged ingroup benefitting disinformation to be more acceptable to spread than their
opposition did. No other between-group differences in moral judgements were significant.

However, paired t-tests revealed that Conservative voters reported the sharing of
Favourable disinformation (M = 3.96, SD = 1.67) to be significantly more acceptable to
spread than Unfavourable disinformation (M = 2.50, SD = 1.36), (t(86) = 8.45, p <.001, d

=.91). Yet, any difference between the moral judgements of Favourable (M = 3.05, SD =
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1.48) and Unfavourable disinformation (M = 3.37, SD = 1.53) for Labour voters was not
significant (t(92) = —1.94, p = .06). Means and standard deviations are found in Figure 4.6.
Figure 4.6

Mean Moral Acceptability of Disinformation Split by Political Party.
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4.4. Discussion

The primary aim of this study was to determine the influence of belief-consistency
on the likelihood of interacting with misinformation. Additionally, the study explored
whether these issue-specific beliefs influence moral judgements of disinformation. The
findings support both H1 and H2, in that trust in the UK Government’s handling of the
COVID-19 pandemic significantly predicted interaction with government related
misinformation. Specifically, higher levels of trust predicted increased likelihood of
interacting with “Favourable” misinformation, while lower levels of trust predicted
increased likelihood of interacting with “Unfavourable” misinformation. It was also

observed that perceived levels of COVID-19 risk played a smaller but significant role in
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predicting interaction, with higher levels of perceived risk predicting increased likelihood
of interacting in both instances. Altogether, the models accounted for 15% and 19% of
variance in increased likelihood of interaction with Favourable and Unfavourable
misinformation respectively. The findings also supported H4, in that heightened perceived
risk of COVID-19 positively predicted greater likelihood of interacting with “Maximising”
misinformation. However, H3 had stated that lower levels of perceived risk would predict
increased likelihood of interacting with “Minimising” misinformation. The model was
found not to be significant.

Both H5 and H6 were also supported by the findings. Trust negatively predicted
moral judgements of sharing Unfavourable disinformation. The model, which also
included gender as a significant factor, accounted for 18% of variance. Additionally, trust
positively predicted moral judgements of sharing Favourable disinformation and accounted
for 6% of variance. Furthermore, as predicted in H7, lower perceptions of COVID-19 risk
positively predict increased acceptance of sharing Minimising disinformation. In other
words, participants who perceived COVID-19 as lower risk may also have viewed the
sharing of disinformation supporting this belief as more morally acceptable than those who
perceive COVID-19 as high risk. Higher levels of perceived risk did not predict moral
judgements of sharing Maximising disinformation as suggested in H8.

In line with previous findings, the present results show that social media users may
be more likely to share or engage with misinformation when it confirms or supports their
beliefs (A. Kim et al., 2019). Furthermore, it also supports findings about interactions with
social media content generally, whereby users are more likely to engage with social media
content when it is personally relevant (R. A. Hayes et al., 2016; S.-Y. Lee et al., 2016;
Lowe-Calverley & Grieve, 2018; Sumner et al., 2017). Therefore, there may arguably be
similarities between how users interact with misinformation and content generally.

Importantly, the present study highlights challenges in treating relationships

between specific beliefs and interactions with misinformation as one-way. Instead these
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findings indicate that the sentiment within misinformation messages matter. While
causation cannot be inferred due to correlational nature of the study, those with beliefs
either end of the trust spectrum saw increased likelihood of interacting with
misinformation that appealed directly to those beliefs. This may help to bring context to
previous findings that showed trust in scientists to have a negative relationship with
susceptibility to COVID-19 misinformation (Agley & Xiao, 2021; Roozenbeek et al.,
2020; Su, 2021) but a positive relationship with susceptibility to pseudoscience (O’Brien et
al., 2021). Rather than trust being a predictor of misinformation susceptibility generally,
the present findings suggest that belief-consistency may also explain this divergence.

However, interpreting data in the context of belief-consistency may also prove
useful in other ways. In the present study the relationships between beliefs surrounding the
risk of COVID-19 and intentions to interact with Minimising and Maximising
misinformation was less clear. While levels of belief-consistency appeared help explain
interactions with Maximising misinformation, the actual variance accounted for was small
(4%). Furthermore, perceived risk did not predict interactions with Minimising
misinformation (however, interestingly it did predict moral judgements of Minimising
disinformation, suggesting that belief-consistency was not entirely irrelevant here). This is
where external factors may play a role, as data was collected almost a year into COVID-19
measures in the UK. Notably almost twice as many participants reported it was “extremely
unlikely” they would interact with Minimising misinformation than for any other
misinformation category. Moreover, upon learning the posts were misleading participants
felt sharing Minimising misinformation was less acceptable than other misinformation
types. It may therefore be the case that this model did not reach significance as people may
have intended to refrain from interacting with Minimising misinformation, even if it was
belief consistent, perhaps because they sensed others perceived the topic as potentially
controversial. Indeed, previous work on the spiral of silence suggests that people avoid

sharing their beliefs on social media when they perceive said beliefs to be held by the
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minority (Y. Liu et al., 2017). Arguably, public awareness and education about
misinformation narratives may therefore have an important, but potentially indirect, impact
on reducing spread on social media. However, it is also important to acknowledge that the
lower response rates of Minimising misinformation may be related to participant sampling.
Indeed, certain groups distrusting of academic institutions may be more difficult to recruit
for studies (J. C. Young, 2021). Therefore it may also be that those who may otherwise
interact with information that minimises the perceived impact of COVID-19 are less likely
to engage with academic research generally.

Moreover, such findings may have important methodological implications for
misinformation research generally, as they highlight the importance of context. For
instance, as previously discussed, the present work illustrates the potential influence of
distinct misinformation narratives on findings, as well as the potential importance of public
awareness of such narratives at certain points in time. As such, future work may wish to
consider whether and how susceptibility to misinformation evolves across time. Moreover,
not only may considerations of belief-consistency help develop understanding of why
people spread misinformation beyond broad, group-based associations and political
attitudes, it may help with interpreting culture-specific associations. For instance,
Roozenbeek et al. (2020) found participants in the USA, Mexico and Spain who reported
higher levels of trust in politician’s response to COVID-19 were also more susceptible to
COVID-19 misinformation. While the misinformation was essentially unrelated to politics,
both presidents of the USA and Mexico (where the effect was strongest) had been heavily
criticised for misleading their citizens about COVID-19 (Evanega et al., 2020; Human
Rights Watch, 2020) which may explain the association between high trust in politicians
and susceptibility to virus-related misinformation. In the context of the present findings, it
could be argued that it is not necessarily “low trust” that makes people susceptible to

misinformation, but rather that specific narratives within misinformation are perhaps
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appealing to what a person perceives as being true (e.g. their beliefs, which may indeed
include low levels of trust in an institution).

Indeed, on the whole, participants also felt it was more morally acceptable to
spread disinformation (e.g. information they learnt was untrue) when it was more
consistent with their beliefs. In other words, they may be more morally lenient about
spreading belief-consistent disinformation than other people. As beliefs represent
outcomes that a person perceives to be in some way true (Huber, 2009), belief-consistent
disinformation may in some way “feel” accurate, even if the factual basis is not. This
supports recent work suggesting that people may be more accepting of spreading
disinformation when its “gist” (e.g. general idea) feels true (Effron & Helgason, 2022).
Furthermore, while it has also been argued that one reason people spread misinformation is
because they don’t consider accuracy (Pennycook, Epstein, et al., 2021), here participants
were asked to make moral judgements after learning that the previously viewed
misinformation was inaccurate (e.g. disinformation). Therefore, while people may report
that the accuracy of the information they share online is important to them (e.g. Pennycook
et al., 2021), the present findings suggest that such concerns may potentially be selectively
applied to moral judgements in relation to the degree of belief-consistency of
disinformation.

Notably, there was no association between level of perceived risk and moral
judgements of spreading Maximising disinformation. However, compared to the other
misinformation categories, there may have been some moral ambiguity. While many
participants judged the sharing of Minimising disinformation as being “extremely
unacceptable”, there was greater variance in responses regarding sharing Maximising
disinformation. However, in contrast, the associations for political disinformation were
much clearer. While not possible to ascertain from the present findings, one potential
reason for this may be that the perceived benefits of spreading Maximising disinformation

conflicted with other moral considerations, especially for those who perceived the severity
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of COVID-19 to be high. For instance, some people who perceive COVID-19 to be higher
risk may have also been concerned about the impact of disinformation during the crisis.
However, as perceiving COVID-19 to be a greater risk was also associated with adherence
to COVID-19 guidelines (L. E. Smith et al., 2020) perhaps others felt the Maximising
disinformation, albeit false, may encourage others to do the same. Rather than suggest that
people who perceived COVID-19 to be higher risk may be more willing than others to
spread disinformation, this example illustrates how disinformation may have the potential
to produce moral dilemmas. Specifically, when disinformation targets a specific concern
that people feel is morally important it has the potential to outweigh moral concerns
relating to accuracy. Future work is therefore needed to better understand the impact of
moral dilemmas presented by disinformation on spread.

At first glance, it may appear that only a small proportion of participants reported
that they may interact with misinformation, but this was somewhat to be expected. Industry
figures estimate that for every 100 views an image receives on Facebook it will receive
four engagements on average (e.g. likes, shares, etc) (Kemp, 2020). Similarly, typical UK-
based Facebook users will only share one post and “like” 16 posts in an average month
(Kemp, 2020). In the present study, the proportion of participants indicating they would
likely interact varied across misinformation types, with between 11%-22% of participants
reporting they may “like” a post (the most favoured interaction on the whole, reflecting
normal social media behaviour). Unlike previous studies, here, sharing “privately” and
“publicly” were distinguished. Given the rise of misinformation in private Facebook
groups and direct messaging services, providing participants with distinct options may be
valuable for external validity reasons. However, notably, when predicting interaction with
Maximising misinformation only the model for “share publicly” was significant.
Compared to the other misinformation categories this was somewhat unexpected but may
suggest a desire to inform a wider audience driven by said belief, rather than simple

“agreement” or need to inform a limited few. Future research may therefore wish to
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explore how different misinformation categories influence engagement with specific
digital interactions,

However, where beliefs could reasonably be assigned to groups (e.g. political
party), over a third of participants may have been willing to interact with misinformation
that may have benefitted the ingroup. For instance, more than half of participants who vote
Labour reported some intention to like misinformation comparing the cost of track and
trace systems in the UK and Ireland (using an incorrect value for the Irish system).
Conversely, 45% of participants who vote for the Conservatives reported some intention to
like a post claiming the UK was testing more than anywhere else in Europe (which at the
time was incorrect). These findings support previous work suggesting people are more
likely to interact with misinformation that aligns with their political leaning (Helmus et al.,
2020). From a social identity theory perspective (Tajfel & Turner, 2004) such interactions
may also allow users to express positive aspects of an ingroup (e.g. Conservative voters
interacting with Favourable misinformation) or allow them to engage in social comparison
strategies (e.g. Labour voters interacting with Unfavourable misinformation) as a means of
achieving or maintaining a positive self-concept.

However, after participants learnt the content was untrue the symmetry found for
identity-related intentions to spread was lost. On one hand, moral judgements between
Unfavourable and Favourable disinformation were significantly different for Conservative
voters but were not for Labour voters. As this disinformation was directed towards the UK
Government, which was at the time Conservative, and there were no differences in moral
judgements made of virus-related disinformation, this asymmetry in moral judgements
may be driven by Conservative voters making identity-protective judgements. Indeed, the
Subjective Group Dynamic model suggests that pro-norm deviants (e.g. those who share
disinformation benefitting the ingroup) are not judged as harshly as anti-norm deviants
(Abrams et al., 2000, 2002; Hichy et al., 2008). The anonymity provided by SMPs may

also increase the likelihood that a person’s focus switches from their personal to their
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social identity (e.g. deindividuation) and may lead judgements to become more polarised
(Spears et al., 1990). This may explain why moral judgements made by Conservative
voters were done so in an identity-protective manner. However, there is also evidence to
suggest that outgroup cues are enough to make ingroup identity salient (Wilder & Shapiro,
1984), and so identity alone may not explain the political asymmetries in the moral
judgements here. Subsequent studies within this thesis will explore this asymmetry in more
detail.

Finally, the level of privacy that actions afford to the user had some influence over
interaction behaviour. “Liking” was the most favoured interaction while “sharing publicly”
was the least likely. While this mimics typical behaviour on social media platforms,
“sharing” is often a single response within social media focused misinformation research.
However, this may be useful to explore further in relation to misinformation shared in
periods of crisis. Yet it should be noted that when these actions are looked at on an
individual level the levels of skewness for some DVs may create an issue for individual
regression models.

There are, however, potential limitations with the present study. Firstly,
“interactions” were defined as only three actions. In reality, Facebook has a number of
“reactions” in addition to liking as well as the option to comment. Many of these actions
may be used in a negative sense and could have complex meanings. “Anger”, for instance,
may be a way of expressing anger about a situation, towards an individual or in response to
the existence of the content itself. Other actions such as reporting or downvoting content
may also impact the total reach of the content from an algorithmic perspective. Future
studies may wish to introduce additional engagement measurements to cover a broader
range of interaction types. Furthermore, while the skewed responses for “interactions” may
reflect normal social media behaviours it does mean the results must be taken with caution.
Indeed, skewness becomes more of an issue in larger samples the further the score is from

0 (Tabachnick & Fidell, 2013). A number of the individual interaction regressions in
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particular may therefore be less reliable where skewness scores are higher. Finally, it may
be that the certain relationships did not reach significant because of the scale selected to
represent perceived risk of COVID-19. Indeed, when a single question from the scale
(regarding COVID-19 emerging as a long-term health issue) was used, the model
predicting interactions with Minimising misinformation was significant and accounted for
4% of variance. This ties in with Duffy & Allington’s (2020, p.15) findings that one group
emerging during the pandemic (“The Frustrated”) believed there to be a greater need to
prioritise the economy and that “too much of a fuss” was being made about the risk of
COVID-19. Therefore, the way in which beliefs were captured may have influenced their
role as predictors here.

While people may be aware of the potential consequences of misinformation and
disinformation, if they perceive belief-consistent disinformation as “different” in some
way, current interventions may not be as effective. Not only may this influence whether
users interact with misinformation themselves, it may prevent them from holding fellow
users who share misinformation accountable. As Bandura suggests, “The triumph of evil
requires a lot of good people doing a bit of it in a morally disengaged way with
indifference to the human suffering they collectively cause” (Bandura, 1999, p206).
Understanding misinformation as a moral issue may be a useful approach for
understanding its spread and developing future public-facing interventions.

4.4.1. Conclusion

The present study looked at two different types of beliefs specifically relating to
COVID-19 - trust in the UK Government’s handling of the pandemic and perceived risk of
the virus. Participants were asked to rate the likelihood of interacting with a series of
misleading posts, and upon learning they were misleading, how morally acceptable they
would be for others to share. The misinformation related to the aforementioned beliefs and

divided into four distinct categories. Trust in the Government’s handling of the pandemic
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positively predicted interactions with misinformation favourable towards the Government.
However, trust also negatively predicted interaction with misinformation that was
unfavourable to the Government. This pattern of findings was also reflected in the moral
judgements of Favourable and Unfavourable disinformation. Perceived risk of COVID-19
positively predicted interaction with misinformation that maximised the threat of the virus
but did not predict moral judgements of Maximising disinformation. Finally, perceived risk
negatively predicted moral judgements of disinformation that minimised the threat of the

virus but did not predict interaction with Minimising misinformation.
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Chapter 5. Study Two

5.1. Introduction

This chapter expands on from the exploratory, group-based findings in study one
looking at moral judgements of spreading disinformation. Study two moves away from
focusing on the influence of belief-consistency and focuses on the role of social identity
and group norms on moral judgements of spreading misinformation and disinformation.
Notably, data for this study was collected during the 2021 London Mayoral and Assembly
elections, a period when political identities should be more salient to voters in that area.
This chapter will begin by discussing the relationship between morality and identity
further. Firstly, the role of moral intuition in moral cognition will be discussed, followed
by an overview of how moral violations can threaten the moral self and a person’s social
identity. The use of different moral principles when making decisions in the face of
competing outcomes is then explored. Finally, work on Moral Foundations Theory is
discussed in relation to political asymmetries in morality. The impact of message target
(e.g. ingroup or outgroup) and stance (e.g. supportive or undermining) on moral
judgements of misinformation are tested using ANOVAs. Next, a series of paired t-tests
demonstrates the effect of learning that the post is untrue (e.g. disinformation) on moral
judgements. Exploratory analysis looks at moral judgements of disinformation and
intentions to report disinformation to a social media platform. Finally, moral judgements of
misinformation and disinformation, and intentions to report are analysed in the context of
group membership (e.g. Conservative and Labour voters).

Notably, the political asymmetry observed in the previous chapter requires further
exploration. As the stimuli focused solely on the UK Government, who at the time of the
study were Conservative, it may be the case that the stimuli caused political identity to
become salient for Conservative supporters only, leading to deindividuation effects. This

would suggest that any disinformation that in some way primed elements of one’s own
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social identity could lead individuals to make biased moral evaluations in relation to
impact on the ingroup. Additionally, it could be that Conservative and Labour supporters
simply approach moral judgements of identity-related disinformation differently, in a way
that may not affect the judgements of other types of disinformation. The purpose of the
present chapter is therefore to establish whether these differences in moral judgements of
identity-related disinformation were primarily driven by content or by the groups

themselves.

5.1.1. Automatic Intuitions in Moral Cognition

Moral intuitions allow people to quickly and automatically interpret “right” and
“wrong” (Haidt & Kesebir, 2010). As affective responses, moral intuitions lead to fast, but
often unconscious, evaluations (Haidt & Kesebir, 2010) and play a key role in impression
formation (Wojciszke et al., 1998). Given media such as imagery (Bradley & Lang, 2002)
and short news articles (E. J. Johnson & Tversky, 1983) can induce integral affect, when
misinformation appears within a social media newsfeed, users may be able to gauge almost
immediately whether they perceive it as “moral” or ‘”’immoral”, even when they are
themselves unaware it is factually inaccurate. However, unlike the potentially objective
evaluations that may be made through more effortful deliberation, moral intuitions are
subjective. As such, the framing of the information (including whether it appears to be
inaccurate) is likely to play a role.

While moral intuitions may quickly produce a sense of “wrongness”, they also have
the potential to guide related decisions and judgements. Moral reasoning is thought to be
distinct from moral intuition, the former being a deliberative process and the latter
automatic. However, moral intuition is still believed to have influence over moral
reasoning (Haidt & Kesebir, 2010) in a manner than can shape real world outcomes. For
example, the level of emotional outrage people experience in response to norm violations

may influence the severity of any punishment they assign (Kahneman et al., 1998). Affect
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is also generally considered a key heuristic in decision making (Véstfjall et al., 2016).
Social media content that in some way presents a moral violation may therefore result in
strong affective responses that guide users to “feel” that the content is “wrong” and
ultimately guide any judgements relating to it.
5.1.2. Protecting the Moral Self From Threats Posed by “Disinformation Spread”

Research suggests people may care more about being perceived as a moral than
being seen as competent. Notably, judgements relating to morality are also thought to
occur more readily than judgements of competence (Pagliaro et al., 2016; Wojciszke et al.,
1998; Ybarra et al., 2001). Arguably, the need to evaluate whether someone intends to
deliberately cause a person harm is likely more urgent than evaluating whether they are
competent. From an evolutionary perspective at least, this rapid prioritisation of judging
moral traits such as “warmth” over “competence” is believed to be beneficial for survival
(Fiske et al., 2007). As such, people are motivated to behave in ways that are considered
“moral” (both by their own (Bandura, 1991a) and other people’s standards (Pagliaro et al.,
2016)) and therefore should regulate their behaviour to avoid negatively impacting the self.

Research suggests people feel they care about the accuracy of information they
share on social media (Pennycook, Epstein, et al., 2021). However, while the sharing of
disinformation within social media platforms is still a relatively recent phenomenon, the
act of digitally sharing false information is likely to violate well-established moral values.
Indeed, people begin to make judgements about dishonesty and lying from a relatively
young age (Bussey, 1999; Peterson et al., 1983). Yet, from a motivated reasoning
perspective, perceptions of “accuracy’” may not always have a factual basis and, instead,
may relate to identity-related goals (Leeper & Slothuus, 2014). Indeed, research suggests
people can sometimes be willing to make accuracy judgements that prioritise protecting
their identity, even in the face of conflicting evidence (Schaffner & Luks, 2018). The

sharing of identity-affirming disinformation may therefore not always be seen as
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“inaccurate” in the same way as other types of disinformation. While people may report
caring about sharing accurate information online, this may be a way for them to protect
their moral self. Indeed, “prefactual virtues” allow people to express good intentions
without having to carry them out (Effron & Conway, 2015). In turn, these expressions may
license people to act immorally (Cascio & Plant, 2015). By expressing the importance of
accuracy in relation to certain contexts (e.g. when it “feels wrong”) people feel they are
permitted to share disinformation when it benefits them.

The distinctions between “factually inaccurate” and “immoral” are potentially also
important in the context of misinformation. Without the knowledge or evidence to suggest
the information is correct, unverified content has the potential to violate moral standards
surrounding spreading only “accurate” information. If unverified information is perceived
as a potential threat to the moral self then, according to social cognitive theory (Bandura,
1991a), users should self-regulate their behaviour and therefore not spread it further.
However, research suggests that much harsher judgements are also assigned to actions
carried out deliberately rather than accidentally (Parkinson & Byrne, 2018). If sharing
disinformation is likely to result in more negative consequences than spreading
misinformation, then there may be less motivation for users to be truly and objectively
sceptical of the information they are presented with within social media platforms.

Moreover, people may perceive themselves to be less vulnerable to misinformation
than others (Jang & Kim, 2018). As such they may simply dismiss the notion that they may
be exposed to misinformation or expect to be able to easily identify it. Yet in reality,
within social media platforms (SMPs) there is, more often than not, a lack of transparency
around the accuracy of information. Individuals may therefore base interaction decisions
on different moral standards when the accuracy of a post is unknown (e.g. misinformation)
versus when they are actively aware that the information is misleading (e.g.

disinformation). However, even strongly held personal or collective moral standards
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relating to the sharing of potential disinformation have the potential to be cast aside in

favour of conflicting social norms within group contexts.

5.1.3. Groups and Morality: Norms, Identity Threats and Hypocrisy

While the concept of morality is not itself specific to humans, certain elements are
unique within human morality. This includes the motivation to be perceived as moral by
others as well as the use of abstract social norms to define specific expectations about what
others should do (Tomasello & Vaish, 2013). Social Identity Theory outlines that negative
evaluations of an ingroup can impact the self-concept (Tajfel & Turner, 2004). As such,
violations of group norms may therefore not only threaten the image of the ingroup; they
may also impact the self-concept of other group members. Group-defined norms therefore
help guide individuals to act in ways that will be viewed as acceptable by fellow ingroup
members (Ellemers & van den Bos, 2012).

Moreover, “moral norms” are a subcategory of social norms which discourage
group members from engaging in selfish behaviour (FeldmanHall et al., 2018). Whether or
not an ingroup is perceived to be complying with moral norms is also thought to be more
important for group evaluations than other factors such as competence and sociability
(Brambilla et al., 2013; Leach et al., 2007). As such, group members may judge violators
of ingroup norms negatively (Abrams et al., 2002) and even distance themselves from an
individual whose immoral actions threaten the ingroup’s image (Brambilla et al., 2013).
However, as people are motivated to maintain or achieve a positive social identity (Tajfel
& Turner, 2004) they may also take care to behave in ways that fellow group members
would perceive as morally acceptable (Pagliaro et al., 2016; VVan Nunspeet et al., 2014).
Indeed, affective responses are thought to help alert people to identity-related threats, both
in the context of the group, but also the self, such as their position within the ingroup

(Ellemers et al., 2002). From this perspective, “morality” at a group-level involves both a
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framework of rules and standards that group members should individually abide by, but
also a lens through which individuals and groups can be evaluated.

However, while it is important that group members behave in line with norms,
people may judge moral violations committed by ingroup members less harshly than those
committed by outgroup members. For example, while individuals may define their own
actions and those of fellow group members to be “fair”, they can judge the same actions to
be significantly less fair if carried out by an outgroup member (Valdesolo & Desteno,
2007). It has also been suggested that when strong identifiers perceive an ingroup as
morally superior, they are more lenient towards ingroup rule breaking (A. lyer et al.,
2012). Those scoring highly in ingroup glorification may also assign more moderate
punishments for moral violations carried out by fellow ingroup members than for those
committed by outgroup members (Leidner et al., 2010). Therefore, shared social identity
may lead people to make more lenient evaluations of moral violations.

While any flexibility in these judgements may be a way to limit damage to an
ingroup’s reputation (e.g. a threat to the group’s value), it has also been suggested that
moral violations committed by outgroup members are processed differently. Rather than a
threat to the group image, moral violations committed by outgroup members may instead
be perceived as a threat to safety (Brambilla et al., 2013). Moreover, outgroup perpetrated
violations can also result in stronger negative emotional responses than violations
committed by fellow ingroup members (Walter & Redlawsk, 2019). Therefore, immoral
acts committed by outgroup members may be judged as categorically “different” from
moral violations committed by ingroup members. As such, it could be the case that ingroup
members who seek to harm an outgroup by spreading disinformation may be perceived as
less of a threat than outgroup members committing the same act directed towards the

ingroup.
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5.1.4. Moral Dilemmas and the Shifting of Moral Principles

While some situations will present relatively clear moral decisions, in others the
potential outcomes may conflict (e.g. moral dilemmas). For instance, spreading false
information may violate a person’s own moral standards, whereas a piece of factually
untrue information may in some way be beneficial in the context of identity. Research
looking at moral decision making suggests that different moral principles may be used to
help determine the “best” outcome (at least in the context of the moral self). Two major
principles emerged post-Enlightenment: consequentialism (where judgements of “right”
and “wrong” are made in relation to possible outcomes) and deontology (where level of
harm is judged solely on the action itself) (Haidt & Kesebir, 2010). These principles are
best illustrated in the context of the well-known “trolley problem” (Thomson, 1985),
which sees participants presented with a scenario where a trolley is hurtling towards five
people that will ultimately kill them all. However, if participants choose to pull a lever, the
trolley will divert, only killing one person on a different track. Participants taking a
deontologist stance would judge pulling the lever to be immoral, whereas those taking a
consequentialist approach would perceive the consequences of sacrificing one person to
saving five as “a greater good”. Generally, in the traditional version of this dilemma,
participants tend to choose the latter (J. D. Greene et al., 2001).

However, the principles against which people determine the morality of an action
can change in relation to situational factors. For instance, when participants are instead told
they would need to physically push one person off a footbridge in front of a train to save
the other five, they are more likely to give deontological responses (J. D. Greene et al.,
2001). The re-framing of the trolley dilemma question (e.g. “saved” instead of “killed”)
and number of potential victims has also been shown to influence responses (Cao et al.,
2017). Moreover, the ability to visualise potential harm is also thought to be an important
factor in determining whether people make deontological decisions. Indeed, Amit &

Greene, (2012) found people with stronger visual over verbal cognitive styles were more
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likely to make deontological judgements in footbridge-style moral dilemmas. Furthermore,
they also found the footbridge dilemma was more likely to induce visualisation than the
trolley problem, and that this increased visualisation helped to explain why people were
more likely to make deontological judgements. This suggests that people rely on
visualisation of harm when they are making “remote” moral judgements. However,
whether they engage in visualisation may be determined not only by individual differences
but also by situational factors (such as perceived severity of the presented information). As
such, the employment of specific moral principles is not stable, but rather is highly
sensitive to context.

One suggested explanation is that situational cues may influence affective
processes, and as such, guide underlying moral decision-making processes. Indeed, studies
employing fMRI suggest that people’s emotional responses differ based on their specific
role within a moral dilemma (Ciaramelli et al., 2007; J. D. Greene et al., 2001; Koenigs et
al., 2007). For instance, while the fatal “action” in the original trolley problem is mediated
by a lever, the footbridge problem requires an individual to physically engage in the act of
pushing another human to their death. Moral judgements of the latter then appear to
involve greater engagement with areas of the brain associated with emotions but also lower
engagement with working memory (J. D. Greene et al., 2001). In other words,
contemplating causing “direct” harm to a person may induce stronger affective responses
that could lead to more emotionally driven decisions, likely based upon deontological
principles. Yet, when the act is mediated, the affective response may be weaker and people
may be more likely to engage in deliberation (and potentially, decisions based on
consequentialist principles).

Furthermore, the basis of moral decisions may also be influenced by interactions
between situational and person-level factors (e.g. social identity, etc). For instance, when
political liberals were presented with a version of the trolley dilemma where sacrificing

one character who was assumed to be White would save a group of 100 people who were
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assumed to be Black, participants made consequential decisions, choosing to intervene and
sacrifice the individual (Uhlmann et al., 2009). However, when the characters’ assumed
race was switched, politically liberal participants made more deontological decisions. In
contrast, participants who reported being politically conservative made more deontological
judgements for both scenarios. A subsequent study presented participants with scenarios
regarding military action and collateral damage, where politically conservative participants
were found to be more likely to judge collateral damage as acceptable (e.g. consequential)
when victims were Iragi compared to when they were American. However, this time
politically liberal participants were more likely to make deontological judgements across
both scenarios. Having also found that priming for patriotism within the military action
scenario led to more consequential decisions (regardless of political orientation), Uhlmann
et al. (2009) suggests such adjustments in moral principles may be influenced by
whichever perceived outcome best supports a person’s salient identity. Therefore, moral
decision making when presented with “moral dilemmas” may be influenced by
motivations. As such, the need to achieve a positive social identity may impact the
judgements and decisions people make about identity-relevant disinformation.

Finally, when taken together, the research in this area indicates there may be
important psychological impacts of technology on peoples’ moral decision making. Firstly,
certain digital environments (such as social media platforms) may act as mediators,
distancing people from the harm they could potentially inflict on others. Unless they can
visualise the potential harms? (e.g. Amit & Greene, 2012) they may not experience the
same sense of “wrongness” that may otherwise dissuade them from spreading misleading
information in face-to-face contexts. As such, these environments may dampen affective

processes in a way that potentially encourages judgements based on factors such as

2 To further complicate matters, any potential “harm” caused by disinformation may also be abstract (e.g.
“undermine democracy”) and therefore difficult to visualise. This may also require individuals to fully
appreciate the role that their “micro-contributions” play in regard to disinformation spread.
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perceived severity (e.g. consequential) rather than personal beliefs and moral standards
about disinformation generally. Finally, algorithmic systems that prioritise identity-
relevant content may also result in people making moral evaluations of information in a
motivated manner. As such, even if people feel that spreading disinformation is “wrong”
they won’t necessarily evaluate any misleading information they encounter within social
media using deontological principles. Indeed, unless automatic processes suggest that it is
“wrong” to spread, they may instead consider the likely consequences and potentially even
make exceptions for spreading it if it were to support “a greater good”.

5.1.5. Political Orientation and Differences in Moral Cognition

Not only do situational factors influence moral cognition; individual differences
can also play an important role. One of the notable theories in this area, Moral Foundations
Theory (MFT), moves beyond thinking of morality solely in terms of consequentialist
versus deontologist principles (which may themselves relate to “fairness” and “harm”
respectively (Haidt & Kesebir, 2010)) and instead proposes that there are at least five
universal foundations which underly morality: harm, fairness, loyalty, authority and
sanctity (Haidt & Graham, 2007). By incorporating concepts of morality, emotion and
evolution, MFT helps to explain moral differences through the concept of foundation
prioritisation (Graham et al., 2013). That is to say, a person may have a greater tendency
than others to prioritise certain moral foundations, for instance, if said person more readily
upholds values relating to ingroup loyalty than other people.

It has also been argued that MFT can potentially explain apparent political
differences in moral judgements and decision making. Indeed, previous research has
proposed that those who are more politically liberal may be more likely to prioritise
“harm” and “fairness” foundations in their judgements, while conservatives endorse all
five equally (Graham et al., 2009). It has also been suggested that conservatives may give

greater priority to “authority”, “loyalty” and “sanctity* (Voelkel & Brandt, 2019), although
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a recent meta-analysis suggests this may be more applicable to social rather than economic
conservatives (Kivikangas et al., 2021). Notably, Haidt & Kesebir (2010) suggest that such
differences in foundation prioritisation between ideological groups may reflect two
different (but at times overlapping) attempts at building moral systems, with political
liberals endorsing more secular, harm / fairness-based societies in contrast to the tighter
knit communities that political conservatives often prefer. As such, two individuals at
opposite ends of the political spectrum may look at the same situation and make vastly
different moral judgements, which they both ultimately perceive to be “correct”.

The readiness with which people engage with a specific foundation may then help
explain apparent political differences in moral evaluations. Specifically, some people may
be more sensitive than others to specific foundation-related moral violations and be more
willing to uphold certain foundation-related moral values. However, it is also not the case
that other people will never engage with these values. Indeed, situational factors may
influence which foundations are prioritised. Research suggests when social identity is
under threat people may be more likely to make moral judgements in relation to group
loyalty and authority rather than harm and fairness (Leidner & Castano, 2012). In judging
a moral violation carried out by a fellow member in terms of “loyalty” instead of “harm”,
individuals may help to limit damage to their self-concept. Therefore, arguably apparent
differences in moral evaluations may be situational.

5.1.6. The Present Study

Study one produced a number of questions regarding the way in which people
make moral judgements of identity-relevant disinformation. Specifically, moral
judgements of government related disinformation differed for Conservative and Labour
party supporters, but that was not the case for virus related disinformation. While Labour
supporters judged both Favourable and Unfavourable disinformation similarly,

Conservative supporters were significantly more likely to perceive the sharing of
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Unfavourable disinformation as less acceptable than Favourable disinformation. Since the
stimuli focused exclusively on the Conservative party, differences related to political
orientation in moral evaluations of false information cannot be assumed. Instead,
deindividuation effects may have led Conservative supporters alone to make more
polarised judgements in line with their social identity (Spears et al., 1990). To better
understand how people make moral evaluations of identity-relevant misinformation on
social media, the present study therefore employs an experimental design, showing
participants (Conservative and Labour supporters) a single item of misinformation that
either supports or undermines their ingroup or a relevant outgroup.

Given the precedent of disinformation campaigns targeting elections, the 2021
London Mayoral and Assembly elections provided a unique opportunity to collect data.
Indeed, Self-Categorisation Theory suggests identity-relevant situations may lead
categorised social identities to become more salient (Turner & Reynolds, 2012). As such,
people’s political identities should be more readily available close to a heavily publicised
election. While voter turnout may not be as high as for a general election, there is
substantial media coverage (including TV debates) in the run up to the London Mayoral
elections and traditionally voter turnout is higher than for local elections held on the same
date (London Elects, 2021; The Electoral Commission, 2019). Therefore, the stimuli in this
study specifically referenced the London elections and all participants were required to be
current London residents. Data collection for the pilot study was collected a week prior to
the election, with the main study data collected the day before the election itself.

People are motivated to achieve or maintain a positive identity (Tajfel & Turner,
2004), however evaluations of any particular ingroup are not stable and are instead
influenced by social context (Spears et al., 1997). As such, people may have different
perceptual, affective and behavioural responses to information that affirms their identity
compared with information that in some way threatens it (see Ellemers et al., 2002). For

instance, the moral foundations underlying their judgement may shift (Leidner & Castano,
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2012). As such, when people view false information about their ingroup, their moral
evaluations regarding spreading it further may not be focused on whether it is potentially
inaccurate or generally harmful. Instead, evaluations may be based on whether it is
specifically harmful or beneficial to said ingroup. It was therefore predicted that
participants would make moral judgements about the sharing of misinformation that named

their ingroup, based on whether it would affirm or threaten its reputation:

H1. Individuals will perceive the sharing of misinformation that supports the
ingroup as more morally acceptable than misinformation that undermines the

ingroup.

Positive distinctiveness from other groups is also an important goal for achieving a
positive identity (Tajfel & Turner, 2004). As an election may present a threat to status,
people (especially strong identifiers) may be motivated to emphasise intergroup
differences in an attempt to mitigate any such threat (Ellemers et al., 2002). Some
misinformation may help people achieve this goal; however other misinformation may also
further threaten the value of the ingroup. As such, rather than making moral judgements of
misinformation based on the valence of the message (e.g. support or undermine), instead
they may be based on the potential consequences for social identity. It was therefore
predicted that participants would make moral judgements of sharing misinformation that

were favourable towards the ingroup:

H2. Individuals will report the sharing of disinformation that supports their ingroup
as more morally acceptable than disinformation that supports the outgroup.

H3. Individuals will report the sharing of disinformation that undermines the
outgroup as more morally acceptable to share than disinformation that undermines

the ingroup.
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Finally, while people do appear to care about the accuracy of the information they
share online, research suggests they may not actually consider accuracy prior to sharing
(Pennycook, Epstein, et al., 2021). As underlying intent plays an important role in how
actions and behaviours are perceived from a moral standpoint (Parkinson & Byrne, 2018),
whether or not they know information to be untrue is likely to be important. As such,
people may judge sharing unverified misinformation against different standards than when
knowingly sharing false information (e.g. disinformation). It was therefore expected
participants would report the sharing of disinformation to be less morally acceptable than

prior to learning it is untrue:

H4. After learning the content is untrue, individuals will report the sharing of the

content as more unacceptable than before.

5.2. Method

5.2.1. Development of Stimuli

The stimuli in the present study were developed with the findings and limitations of
study one in mind. For example, study one used misinformation that was either favourable
or unfavourable towards the UK government. As such it featured only one political party
(the Conservative party, who were the majority party at the time of data collection).
Furthermore, each item was a unique piece of content found on social media, each with its
own message, tone and design. As a result, it was not possible to conclude from the data
whether any group differences between participants (who either reported they would vote
Conservative or Labour) may indeed exist or whether the choice of stimuli played a key

role.
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Therefore, for study two, a misleading post was developed that could be adapted in
relation to the independent variables in each condition, but otherwise controlled. A
common format of misinformation circulating on social media are “screengrabs” of Twitter
posts (e.g. “Tweets”) that have in fact been fabricated. Such images are straightforward to
create, as many websites quickly and convincingly produce fake tweets for free. These
images can then not only be circulated within Twitter but are commonly found on other
platforms (e.g. Instagram, Facebook). This therefore presented a realistic format for
delivering the experimental manipulation. A small pilot study was carried out to test the
effectiveness of the stimuli.
5.2.1.1 Pilot Study

5.2.1.1.1 Materials. Four versions of the stimuli, each featuring a slight adjustment

from each other, were tested in the pilot study. For the purpose of this study, the website
TweetGen.com was used to create the stimuli and the persona “Simon Evans” was created
(Figure 5.1). The profile image used was sourced from the Al image generator “This
Person Does Not Exist” and at the time of the study the chosen handle was not claimed on

Twitter.
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Figure 5.1
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A — Conservative - Support B — Conservative - Undermine

Simon Evans
@SEvns624

Violent crime in Conservative-run
boroughs went down 20% in 2019

Don't forget to vote #LondonElection

12:17 PM - Apr 27, 2021 - Twitter Web App
9 Retweets 2 Quote Tweets  1.4K Likes

© n Q

(=

C — Labour - Support

Simon Evans
@SEvns624

Violent crime in Labour-run boroughs
went down 20% in 2019

Don't forget to vote #LondonElection

12:17 PM - Apr 27, 2021 - Twitter Web App
9 Retweets 2 Quote Tweets  1.4K Likes

Q e O

(=

Simon Evans
@SEvns624

Violent crime in Conservative-run
boroughs went up 20% in 2019

Don't forget to vote #LondonElection

12:17 PM - Apr 27, 2021 - Twitter Web App
9 Retweets 2 Quote Tweets 1.4K Likes

Q ! (D &

D — Labour - Undermine

Simon Evans
@SEvns624

Violent crime in Labour-run boroughs
went up 20% in 2019

Don't forget to vote #LondonElection

12:17 PM - Apr 27, 2021 - Twitter Web App
9 Retweets 2 Quote Tweets  1.4K Likes

Q ! v &

The use of attention grabbing but misleading statistics provided an opportunity to
deliver the experimental manipulation, while also replicating real-world misinformation.
Misinformation about violent crime is often featured on fact-checking websites, due in part
to the complexities in reporting crime statistics. Despite conflicting reports, within the UK
there has been a long term decrease in violent crime since 1995 (Office for National
Statistics, 2021). However, the influence and number of media reports on the subject may
have heightened public concern about knife crime and gangs (The Mayor’s Office for
Policing and Crime, 2019). In reality, changes to borough level violent crime rates vary,
with rises and decreases across London over time, adding to the plausibility of this stimuli.

Notably, while councils do not directly manage the police, some local authorities

who have cut youth service budgets have seen heightened levels of local knife crime (N.
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Smith, 2020). Violent crime rates in London boroughs for 2019 ranged between —6% to
+11% in Labour run boroughs and —4% to +14% in Conservative boroughs (Metropolitan
Police, 2020). Therefore, while the 20% rates proposed in the stimuli were not factually
accurate, violent crime rates do fluctuate either direction, suggesting the stimuli claims

could be credible (despite being untrue).

5.2.1.1.2 Participants. 20 participants (2 males) aged 19-59 (M = 37.05, SD =
12.47) were recruited through Prolific to take part in the pilot study. For consistency, the
same eligibility requirements were used as for the main study. Participants were required
to have an active Facebook account and currently be residing in London. They also had to
identify as either a Conservative (N = 10) or Labour supporter (N = 10) and have voted for
said party in the 2019 General Elections. Three participants were removed from analysis
due to a lack of variance in their responses or for not being social media users. Ethical
approval for the pilot and main study was obtained from the University’s Psychology
Ethics Committee (ETH2021-1792, Appendix G).

5.2.1.1.3 Procedure. The study was hosted online using the survey platform
Qualtrics. Participants answered a set of basic demographic questions of gender, age, and
location. They were then presented with each of the four images in a random order.
Participants were asked to rate how favourable the images were for the named party across
a 7-point scale, from “Very unfavourable” to “Very favourable”. They were then asked
which UK political party they most identify with, before being thanked and debriefed.

5.2.1.1.4 Results. Mean favourability scores for the items are displayed in Table 5.1.
Scores below 4 indicate content that was rated as unfavourable while scores over 4,

favourable.
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Table 5.1

Mean Favourability Ratings of Misinformation Stimuli

Item N Minimum  Maximum Mean SD
Conservative - Support 17 1 7 5.71 1.61
Conservative - Undermine 17 1 7 2.12 1.80
Labour - Support 17 2 7 5.82 1.38
Labour - Undermine 17 1 6 1.76 1.44

Paired sample t-tests showed that favourability scores of “supportive” and
“undermining” stimuli were significantly different with large effect sizes for both
Conservative (t(16) = 4.49, p <.001, d = 1.07) and Labour (t(16) = 7.02, p<.001,d = 1.7)
targeted stimuli. These findings suggest that both within-party ratings are distinctly
different in terms of favourability.

5.2.1.1.5 Discussion. Participants judged items claiming violent crime rates had risen
as significantly less favourable than those suggesting that they had fallen. This was the
case regardless of whether the target was the Conservative or Labour party. Importantly,
not only do these findings suggest that the items are different, indeed they imply that
participants are able to adjust judgements based on this small change in the content
wording.

5.2.2. Main Study

5.2.2.1 Materials and Procedure

Participants were recruited via Prolific for the study which was hosted on Qualtrics.
They were first presented with the invitation letter and consent form, followed by a series
of basic demographic questions. Participants were then randomly assigned to one of four
conditions, where they were presented with Conservative or Labour focused stimuli that
either supported or undermined the named party. The image presented to individual

participants stayed the same throughout the study.
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Participants were first asked how morally acceptable it would be for them to share
the image on their social media account, without being made aware that the content was
fake (e.g. “misinformation”). Moral acceptability was measured on an 11-point scale,
where a score of “0” indicated participants felt sharing was not at all morally acceptable
whereas “10” would be completely morally acceptable. Participants were then informed
that an independent fact-checker had flagged the post as problematic as it contained false
information (e.g. “disinformation’). They were again asked how morally acceptable it
would be to share the image using the same 11-point scale. Next, they were asked, now
knowing that the post contained false information, whether they would flag or report it if
they saw it on their social media newsfeed. An 11-point scale indicated the likelihood of
reporting (0 — not at all likely, 10 — extremely likely). Finally, participants were asked
which political party they most identified with (e.g. Conservative, Labour, etc).
Participants were then thanked and debriefed.
5.2.2.2 Participants

246 participants (120 males) aged 18-71 (M = 35.40, SD = 12.09) were recruited
through Prolific to take part in the study. Ethical approval was obtained from the
University’s Psychology Ethics Committee (ETH2021-1792, Appendix G). Sample size
was determined through a power analysis using G*Power, which indicated that 191
participants were needed to detect np? = .04 with 80% power.

For this study, participants were required to have an active social media account
(e.g. Facebook, Instagram, Twitter, etc) and must not have taken part in the pilot or Study
one. As with the pilot, participants had to identify as either Conservative (N = 121) or
Labour (N = 125) supporters and have voted for said party in the 2019 general election.
Participants also were required to be living in London at the time of the study. The data

collection for the present study took place the day before the May elections in 2021.
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A total of 29 participants were removed before analysis for not meeting the
recruitment criteria. Of this, 11 participants were not based in London at the time of the
study, while 19 did not identify as supporters of the party they had registered on Prolific as
identifying with or had previously voted for. As it was not possible to know whether these
individuals had changed their political allegiance or incorrectly entered their response, the
decision was taken to remove them from analysis. Additionally, 11 participants were
removed during the data cleaning process for inauthentic responses judged against a set of
criteria. Firstly, certain combinations of moral and reporting scores were deemed
implausible. Eight participants were removed for assigning high scores (e.g. 7 and above)
for both moral judgements of known disinformation and likelihood of flagging, as this
combination implies an inauthentic response. In reality, those who judge sharing a piece of
disinformation as acceptable are not then likely to report the post for removal. Another two
were removed for a lack of variance in their responses above the scale mid-point (e.g. 5).
While a sequence of three low scores (e.g. perceiving sharing to be immoral but not
reporting it) is plausible, judging the sharing of the material to be more moral than
immoral while also intending to report it suggests an inauthentic response. Finally, one
participant was removed for extreme increase between pre and post moral scores (e.g. “1”
then “11”) as again this combination suggests an inauthentic response. Notably, the
removal of these participants did not affect planned tests in relation to reaching
significance. However, in exploratory analysis, removal did lead to the main effect of party
to become significant in relation to reporting likelihood. This change is expected, given
that eight of the participants removed from analysis for inauthentic responses were
identified specifically by their high “reporting” likelihood score accompanying positive
moral judgements of sharing known disinformation. As reporting is an action more
commonly associated with behaviour that is unethical, removal of these inauthentic
responses may therefore be justified for this test. However, a corresponding full set of

results including these excluded participants are included in Appendix H.
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Participant demographics for the final sample are shown in Table 5.2.
Table 5.2

Participant Demographics for Study Two

All Conservative Labour
N % N % N %
Total 206 100 99 48.1 107 51.9
Age 35.32 37.92 32.92
Gender
Female 108 52.4 46 46.5 62 57.9
Male 97 47.1 53 53.5 44 41.1
Prefer not to say 1 0.5 0 0.0 1 0.9
Education
GCSEs 13 6.3 6 6.1 7 0.9
A-Levels 34 16.5 16 16.2 18 6.5
Bachelor’s 111 53.9 53 53.5 58 16.8
Master’s Degree 40 194 19 19.2 21 54.2
Doctoral Degree 6 2.9 4 4.0 2 19.6
Other 2 1.0 1 1.0 1 19
Social Media
Facebook 161 78.2 85 85.9 76 71.0
Instagram 161 78.2 75 75.8 86 80.4
Twitter 111 53.9 49 49.5 62 57.9
LinkedIn 112 54.4 60 60.6 52 48.6
Pinterest 39 18.9 21 21.2 18 16.8
YouTube 164 79.6 74 4.7 90 84.1
TikTok 50 24.3 22 22.2 28 26.2
Reddit 67 32.5 24 24.2 43 40.2

5.2.2.3 Data Analysis

The present study used 2x2 factorial analysis of variance (ANOVA) to test H1-H3.
“target” (“ingroup” vs “outgroup”) and “stance” (“supportive” vs “undermining”) were
used as between-group factors, with the moral judgements score prior to the stimuli being

disclosed as disinformation as the dependent variable. H4 was tested using paired t-tests
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comparing moral judgement scores before and after learning the stimuli was misleading.
The t-tests were confirmed using Wilcoxon Signed Rank Tests. All noted tests used a

levels of .05.

5.3. Results

Data were first exported from Qualtrics into Excel for data cleaning and then
imported to SPSS. As noted in the methods section, a total of 41 participants were removed
during the data cleaning process, primarily due to not meeting the recruitment criteria.
Participants were each assigned a code based on their relationship to the condition which
they were assigned to (e.g. ingroup supporting, outgroup supporting, etc.). This provided
the basis for the variables “target” (e.g. ingroup or outgroup) and “stance” (e.g.
“supportive” or “undermining”).

Descriptive statistics for all variables are shown in Table 5.3, with histograms and
QQ plots provided in Appendix 1. Any violations of assumptions are discussed throughout
the results where relevant.
Table 5.3

Summary of Descriptive Statistics

Range
N M SD  Potential Actual Skewness Kurtosis
Age 206 3532 12.46 18-71 1.01 0.47
Moral Judgements of
Misinformation
All 206 6.37 3.14 1-11 1-11 -0.20 -1.02
Ingroup - Support 52 7.75 2.57 1-11 1-11 -0.57 -0.24
Outgroup - Support 53 5.55 291 1-11 1-11 -0.07 —0.93
Ingroup - Undermine 50 5.32 3.15 1-11 1-11 0.23 -1.11

Outgroup - Undermine 51 6.84 3.34 1-11 1-11 -0.38 -0.97

Moral Judgements of
Disinformation

All 206 2.53 2.27 1-11 1-11 1.72 2.63
Ingroup - Support 52 2.96 2.50 1-11 1-11 1.25 1.05
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Range
N M SD  Potential Actual Skewness Kurtosis
Outgroup - Support 53 2.32 2.06 1-11 1-10 1.88 3.55
Ingroup - Undermine 50 1.88 1.48 1-11 1-8 2.22 5.75
Outgroup - Undermine 51 2.96 2.72 1-11 1-11 1.50 1.57
Likelihood of Reporting
Disinformation
All 205 512  3.63 1-11 1-11 0.36 -1.30
Ingroup - Support 51 5.10 3.69 1-11 1-11 0.36 -1.36
Outgroup - Support 53 536  3.80 1-11 1-11 0.28 -1.42
Ingroup - Undermine 50 5.74 3.85 1-11 1-11 0.05 —1.53
Outgroup - Undermine 51 4.27 3.04 1-11 1-11 0.73 -0.53

5.3.1. Planned Tests

5.3.1.1 Groups and Moral Judgements of Misinformation

To test the first three hypotheses, the moral judgements of misinformation (e.g. not

disclosed as untrue) were analysed using a 2x2 factorial analysis of variance (ANOVA),

with “target” (“ingroup” vs “outgroup”) and “stance” (“supportive” vs “undermining”) as

between-group factors. There was homogeneity of variance as assessed by Levene’s test (p

=.19) and no outliers as assessed by inspection of boxplot (Appendix J). Visual inspection

of the histograms revealed that the data were not normally distributed (Appendix J),

however ANOVAs are thought to be robust to violations of this assumption (Tabachnick &

Fidell, 2013). The ANOVA revealed the interaction between “target” and “stance” was

significant with a medium effect size, F(1, 202) = 19.78, p < .001, np? = .09. This is

illustrated in Figure 5.2.
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Figure 5.2

Estimated Marginal Means of Moral Judgements of Sharing Misinformation
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The interaction was explored further through analysis of simple main effects. All
reported p-values are Bonferroni-adjusted. Firstly, misinformation that supported the
ingroup was judged as significantly more acceptable to share than when it undermined the
ingroup with a medium effect size, F(1, 202) = 16.66, p < .001, np? = .08. H1 is therefore
accepted. Judgements of misinformation that either supported or undermined the outgroup
were also significantly different but with a small effect size, F(1, 202) = 4.83, p = .03, n?
=.02. This suggests that moral judgements of sharing misinformation are not simply based
on message valence (e.g. whether generally framed positively or negatively).

Indeed, misinformation that supported the ingroup was judged as significantly more
acceptable to share than misinformation supporting the outgroup with a medium effect
size, F(1, 202) = 14.10, p < .001, np? = .07. Conversely, misinformation undermining the
ingroup was judged as significantly less acceptable to share than misinformation

undermining the outgroup with a small effect size, F(1, 202) = 6.49, p = .01, np? = .03.
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These findings illustrate how moral judgements of misinformation can change in relation
to identity in a manner that favours the ingroup. H2 and H3 are therefore accepted.
5.3.1.2 Differences Between Moral Judgements of Misinformation and Disinformation

To test the fourth hypothesis, a series of paired t-tests were run to understand
whether participants updated their moral judgements upon learning that the content was
misleading. Inspection of the histograms suggested that distributions for the differences
between moral judgements of known and unknown disinformation were not normally
distributed (Appendix K). The decision was taken to continue as Q-Q plots suggested the
data were somewhat normally distributed and, in samples this size, paired t-tests are
thought to be fairly robust to violations of normality (Pek et al., 2018). However, non-
parametric tests were also used to confirm the results.

Overall, participants judged disinformation to be significantly less acceptable to
spread after learning it was false, t(205)=-17.21, p <.001, d = 1.20. This was confirmed
by the Wilcoxon Signed Rank Test, z=—-10.88, n = 206, p < .001, r =.76. Paired t-tests
(Table 5.4) and Wilcoxon Signed Rank Tests (Appendix L) for each item were also
significant with large effect sizes (Figure 5.3). H4 is therefore also accepted.

Table 5.4

Differences Between Moral Judgements of Misinformation and Disinformation

Misinformation Disinformation

(Unknown) (Known)
N M SD M SD t d
Ingroup Supporting 52 7.75 2.57 2.96 2.50 —10.96*** 1.52

Ingroup Undermining 50 5.32 3.15 1.88 1.48 —7.61%** 1.08

Outgroup Supporting 53 5.55 291 2.32 2.06 —7.74*** 1.06

Outgroup Undermining 51 6.84 3.34 2.96 2.72 —8.47*** 1.19
Note. M = Mean, SD = Standard Deviation

*x% ) < 001,
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Figure 5.3

Mean Moral Acceptability Scores for Sharing Misinformation and Disinformation
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5.3.2. Further Exploratory Analyses

5.3.2.1 Moral Judgements of Known Disinformation

To establish whether ingroup bias still occurs upon learning that the post is
misleading, another 2x2 factorial ANOVA was run. As before, the ANOVA employed
“target” (“ingroup” vs “outgroup”) and “stance” (“supportive” vs “undermining”) as
between-group factors, and moral judgement scores of known disinformation were entered
as the dependent variable. Levene’s test was significant (p < .001) and therefore a
significance level of .01 will be applied for interpreting the results. Visual analysis of the

boxplots revealed eight outliers; however their removal does not impact the results®. Visual

3 Upon the removal of outliers the interaction effect was still significant, F(1, 194) = 9.93, p < .01, n,? = .05.
Again, neither of the main effects of “target” (F(1, 194) = 0.1, p = .76, np? = .002) or “stance” (F(1, 194) =
0.25, p = .61, np? = .002) were significant.
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analyses of the histograms also showed that the data were not normally distributed
(Appendix M), with descriptive statistics demonstrating the presence of both skewness and
kurtosis. Floor effects are also present, with a large proportion of participants reporting that
sharing would be “not at all” acceptable. This could reflect a legitimate reaction to the
sharing of disinformation, but nonetheless the results should be taken with caution.

There was a small but significant interaction between “target” and “stance”, F(1,
202) = 7.59, p < .01, np? = .04. Analysis of simple main effects suggests that known
disinformation which targeted the ingroup was judged as significantly different across
stance (support vs. undermine) with medium effect sizes, F(1, 202) = 5.94, p = .02, np? =
.03. For judgements of undermining disinformation, there was also a small but significant

difference between judgements of items targeting the ingroup or the outgroup, F(1, 202)

5.87, p = .02, np? = .03. No other differences were significant (Figure 5.4).
Figure 5.4
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5.3.2.2 Likelihood of Reporting Disinformation

To understand whether people may make identity-based decisions about reporting
content they know to be false to social media platforms, the likelihood of reporting score
was entered into the ANOVA. Levene’s test was significant (p < .05) and so again a
significance level of .01 is applied. There were no outliers as assessed by inspection of
boxplot but histograms revealed the data were not normally distributed (Appendix N). As
illustrated in Figure 5.5, the interaction effect between “target” and “stance” was not
significant, F(1, 201) = 2.92, p = .09, np? = .01. Furthermore, neither the main effects of
“target” (F(1, 201) = 1.43, p = .23, np? = .01) or “stance” (F(1, 201) = 0.19, p = .66, np? =
.001) were significant.
Figure 5.5
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5.3.2.3 Political Differences in Moral Judgements and Reporting Likelihood

5.3.2.3.1 Moral Judgements of Misinformation by Political Party. Expanding on
the findings from Study one, a series of ANCOVAs were run to understand whether there
were any differences between responses of Conservative and Labour voters. These were
2x2x2 factorial ANCOVAs using “target” (“ingroup” vs “outgroup”), “stance”
(“supportive” vs “undermining”) and “party” (“Conservative” vs “Labour”) as between-
group factors. Both age and gender were added as covariates to control for any differences
between the two political groups. Inspection of the histograms again showed the data were
not normally distributed (Appendix O).

The ANCOVA for moral acceptability ratings of misinformation showed no
significant three-way interaction between target, stance and party, F(1, 195) =0.74,p =
.39, np? = .004. However, the two-way interaction between “target” and “stance” was
significant (F(1, 195) = 21.41, p < .001, np? = .10). As illustrated in Figure 5.6, the simple
two-way interactions were significant for both Conservative voters, F(1, 95) = 8.43, p <
.01, np? =.08, and Labour voters, F(1, 103) = 10.92, p = .001, np? = .10. The full

ANCOVA results can be found in Table 5.5.
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Mean Misinformation Moral Judgement Scores Displayed by Political Party
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Table 5.5

Three-Way ANCOVA Statistics for Moral Acceptability of Sharing Misinformation

Conservatives Labour
Stance
nnnnn Suppﬂl‘t
== Undermine
. ’J“'_ — T, —t
e N ..ﬂ_-—
- T, -,
- - T - - T,
N L= . E—
Ingroup Outgroup Ingroup Outgroup
Target

x2 F (1, 195) 1
Age 67.81 7.72%* .04
Gender 40.33 4.59* .02
Stance 13.65 1.55 .01
Target 6.71 0.76 .00
Party 1.96 0.20 .00
Stance x Target 188.18 21.41%** 10
Stance x Party 0.01 0.001 .00
Target x Party 0.22 0.02 .00
Stance x Target x Party 6.54 0.74 .00

Note. Gender coded as dummy variable, F =0, M = 1.

*p < .05. ** p < 01, *** p < 001.
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5.3.2.3.2 Moral Judgements of Disinformation by Political Party. Next, moral
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judgements of disinformation (e.g. after learning the information was untrue) were entered

into the ANCOVA. Again, inspection of the histograms suggests the data were not
normally distributed (Appendix P). The ANCOVA showed a significant three-way

interaction between target, stance and party, F(1, 195) = 7.66, p < .01, np?> = .04. As

illustrated in Figure 5.7, the simple two-way interaction between “target” and “stance” was

significant for Conservative voters (F(1, 95) = 16.59, p <.001, np? = .15) but not Labour

voters (F(1, 103) = 0.01, p = .91, np? = .00). The full ANCOVA results can be found in
Table 5.6.
Figure 5.7
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Table 5.6

Three-Way ANCOVA Statistics for Moral Acceptability of Sharing Disinformation

2 F (1, 195) Np?
Age 17.74 3.70 .02
Gender 0.15 0.03 .00
Stance 2.88 0.60 .00
Target 2.20 0.46 .00
Party 5.58 1.16 .00
Stance x Target 40.12 8.37** .04
Stance x Party 6.64 1.39 .01
Target x Party 1.11 0.23 .00
Stance x Target x Party 36.74 7.66** .04

Note. Gender coded as dummy variable, F =0, M = 1.

*p < .05, ** p < .01 *** p < .001.

Analysis of simple main effects for Conservative voters was carried out with
Bonferroni-adjusted p-values. These suggest that, after learning the content was
misleading, Conservative voters judged disinformation supportive of the Labour party to
be significantly less morally acceptable to share than disinformation supportive of their
own party, F(1, 95) = 8.50, p < .01, np? = .08. Conservative voters were also more
accepting of sharing disinformation that undermined the Labour party than disinformation
that undermined their own party, F(1, 95) = 8.11, p < .01, np? = .08. Conservative voters
also judged sharing disinformation that may undermine the Conservative party as
significantly less acceptable than sharing disinformation that may support the party, F(1,
95) = 7.08, p < .01, np? = .07. However, when disinformation named the Labour party,
Conservative voters felt that sharing disinformation that undermined Labour was
significantly more acceptable than sharing disinformation that supported them, F(1, 95) =
9.69, p < .01, np? =.09. These findings, which may reflect an ingroup bias for their own

party versus their main political opponent, all have medium effect sizes.
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5.3.2.3.3 Likelihood of Reporting by Political Party. Finally, the likelihood of
reporting known disinformation was entered into the ANCOVA. Inspection of the
histograms suggests the data were not normally distributed (Appendix Q) and therefore the
findings should be taken with caution. There was no significant three-way interaction
between target, stance and party, F(1, 194) = 2.39, p = .12, np? = .01. However, the main
effect of party was significant, F(1, 194) = 5.16, p < .05 np? = .03. The simple two-way
interaction between “target” and “stance” was significant for Labour voters (F(1, 102) =
4.78, p = .03, np? = .05) but not Conservative voters (F(1, 95) = 0.02, p = .90, np? = .00).
The full ANCOVA results can be found in Table 5.7.
Table 5.7

Three-Way ANCOVA Statistics for Likelihood of Reporting Disinformation

72 F (1, 195) Np?
Age 7.44 0.57 .02
Gender 0.11 0.01 .00
Stance 5.23 0.40 .00
Target 15.21 1.17 .01
Party 66.93 5.16* .03
Stance x Target 36.80 2.83 01
Stance x Party 0.08 0.01 .00
Target x Party 2.67 0.21 .00
Stance x Target x Party 31.02 2.40 .01

Note. Gender coded as dummy variable, F=0, M = 1.

*p < .05. ** p < .01 *** p < .001.

Analysis of simple main effects for Labour voters was carried out with Bonferroni-
adjusted p-values. As illustrated in Figure 5.8, Labour voters were significantly more likely
to report disinformation that undermined the Labour party compared to disinformation that
undermined the Conservative party, F(1, 102) = 5.46, p < .05, np? = .05. No other

differences were significant.
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Figure 5.8

Mean Likelihood of Reporting Disinformation Displayed by Political Party
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5.4. Discussion

The present study sought to determine whether people are more lenient about
sharing misinformation that has the potential to benefit an ingroup (versus an outgroup).
Additionally, it also looked at whether people revise their moral evaluations upon learning
a post is inaccurate. The study supported H1-3, as participants displayed ingroup
favouritism in their moral judgements of misinformation. Specifically, misinformation
supporting the ingroup, or undermining the outgroup, was judged as more acceptable to
share than misinformation that may undermine the ingroup or supports the outgroup. There
was also strong support for H4 as participants judged the post to be much less acceptable

after learning it contained false information.
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The findings here suggest that users may evaluate relevant social media content in
the context of their identity unless it is in some way clear that the content is false or
misleading. In the present study, all four groups were presented with posts that were
identical except for small adjustments to the target (e.g. Conservative or Labour) or stance
(e.g. support or undermine). The responses here indicate that users may make flexible
moral evaluations of misinformation in relation to whether a post helps or hinders their
ability to have a positive social identity. That is to say participants made such judgements
in an identity-protective manner. For instance, whether or not a post threatened the value
of the ingroup mattered, as sharing misinformation that expressed the positive
achievements of the ingroup (e.g. reduced violent crime rates) was judged to be more
morally acceptable than sharing misinformation that undermined the ingroup. Arguably,
the latter may threaten the perceived value of the ingroup and therefore sharing may be
viewed as anti-normative. As people are also known to react negatively towards ingroup
norm violators (e.g. Abrams et al., 2002; Brambilla et al., 2013), it is somewhat logical to
expect that ingroup undermining information will be viewed as less morally acceptable to
spread.

Moreover, it was not the case that sharing misinformation expressing rising violent
crime rates was perceived to be generally unacceptable to share. Indeed, misinformation
that undermined a relevant outgroup was judged as more acceptable to spread than
misinformation that undermined the ingroup. Arguably, the former may allow users to
maximise intergroup differences and make positive comparisons (e.g. achieve positive
distinctiveness) and, as such, can help them achieve a positive identity. This supports prior
research suggesting that people make motivated moral judgements in the context of their
salient identity (e.g. Uhlmann et al., 2009). Outgroup undermining misinformation may
therefore in some way prove useful for achieving identity-relevant goals. As such, the

valence of the post itself (and indeed whether the post may be in some way detrimental to
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other people) may be less important than its value in terms of aiding social identity
strategies.

Moreover, participants made much harsher moral judgements upon discovering that
the post contained inaccurate information. The large effect sizes seen here may indicate
that learning the post was disinformation updated the contextual basis of the judgement
and suggests that sharing disinformation is generally seen as “wrong” to do. While that is
not to say that participants refrained from considering accuracy when it was not actively
disclosed, the knowledge it was “false information” may have presented a potential moral
violation in a way that the post previously did not. As affective processes are thought to
help draw attention to such threats and, in turn, may guide moral judgements (Haidt &
Kesebir, 2010), participants may have relied on moral intuition to alert them to such
threats. Indeed, given that intentional violations of moral norms may be judged more
harshly than accidental violations (Parkinson & Byrne, 2018), even social media users who
do not feel strongly about disinformation themselves may be sensitive to the potential
threat arising from violating a social norm. A reliance on affective cues may therefore also
explain why participants felt it was relatively more acceptable to spread identity-affirming
misinformation compared to misinformation that potentially would undermine achieving a
positive identity. It may also help to explain why people report caring about spreading
accurate information, but may not necessarily consider accuracy prior to sharing
(Pennycook, Epstein, et al., 2021).

Despite judgements of disinformation being comparably “harsher”, they also
appeared to remain biased. However, exploratory analysis indicated a political asymmetry
in moral judgements of disinformation. Prior to learning that the post contained false
information, Conservative and Labour supporters made similar moral judgements about
sharing. That is to say, they both made preferential judgements in the context of their
identity. Moreover, upon learning the posts were inaccurate, both groups judged sharing

the content to be significantly less moral and Conservative voters continued to make
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identity-based moral judgements. However, Labour voters no longer demonstrated bias in
their moral judgements of disinformation. This was despite controlling for other potential
factors, and replicates the findings from study one where, unlike Conservative voters,
Labour voters made judgements of favourable and unfavourable disinformation in a similar
manner. Such findings also support previous work suggesting people who are politically
right-leaning may be more tolerant towards politicians who lie (De Keersmaecker & Roets,
2019). Moreover, as moral evaluations of disinformation can help to predict whether
people go on to spread it further (Effron & Raj, 2020), the political asymmetry observed
here may provide important context for research suggesting political conservatives may be
more likely to spread disinformation (Baptista et al., 2021; Garrett & Bond, 2021; A.
Guess et al., 2019). Any such moral leniency towards disinformation could potentially
have real world implications in the context of social media spread.

There are several proposed explanations for this political asymmetry. Firstly,
strength of affective responses to a moral dilemma may influence whether judgements
relate to consequential or deontological principles (J. D. Greene et al., 2001). Judgements
made by Conservative voters may have been influenced by perceived consequences. In
contrast, given the lack of significant differences between the moral judgements of
disinformation that Labour voters made, this suggests the posts may have been viewed as
“wrong” to spread regardless of any potentially beneficial consequences (e.g.
deontological). Research suggests such judgements may be the result of more emotionally-
driven processing (J. D. Greene et al., 2001). Moreover, the level of emotional outrage can
also predict the severity of assigned punishments (Kahneman et al., 1998). Given that
affective processes also help alert people to potential norm violations (Ellemers et al.,
2002), the differences between the two groups seen here may have arisen based on how
strongly they perceive spreading identity-beneficial disinformation to be a norm violation.

As illustrated in study one, not all disinformation is judged by each group equally.
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Therefore, variations in group norms about spreading disinformation may help explain the
political asymmetry observed here.

Alternatively, it could also be the case that there are underlying differences in how
Conservative and Labour voters make moral judgements. Indeed, research on Moral
Foundations Theory has suggested that political liberals are much more likely to prioritise
“fairness” and “harm” than political conservatives (Graham et al., 2009). In this context,
after learning the information was false, Labour voters may have been more attuned to the
potential unfairness or harm of spreading such information (e.g. moral violations), even if
spreading the information could potentially benefit them in other ways. Conversely,
political conservatives have been shown to prioritise “binding” foundations such as
ingroup loyalty more than political liberals (Graham et al., 2009; Voelkel & Brandt, 2019).
While the findings here do indicate that Conservative voters did still care about the fact the
content was inaccurate (as illustrated by the reduced moral acceptability scores), the
leniency towards spreading identity-affirming disinformation and disinformation that
would help make the ingroup appear positively distinct (e.g. disinformation that
undermined the Labour party) suggests that identity-related goals (e.g. ingroup loyalty)
were still being prioritised. Therefore, whether the political asymmetry observed here
related to ingroup norms or underlying cognitive processes will be explored further in
study four.

However, the social context surrounding the present study is also important to
acknowledge when discussing the political asymmetry observed here. At the time of data
collection, Labour was thought to have a substantial lead in the election. The loss of an
election arguably presents a threat to the value of an ingroup, and can have a strong
emotional impact on those who identify with a party (Pierce et al., 2016). As such, strong
group identifiers are likely to feel motivated to behave in ways to tackle said threat
(Ellemers et al., 2002). People may also more readily prioritise ingroup loyalty in moral

judgements when said group is under threat (Leidner & Castano, 2012). Given that people



141
who are politically right-leaning may more readily prioritise ingroup loyalty anyway
(Graham et al., 2009), false information which benefits their ingroup may arguably feel
more acceptable to share if it helps them uphold said values in the face of threat (e.g. a
consequential judgement). Put simply, it should not be ruled out that the timing of data
collection in the present study may have potentially produced or amplified the political
asymmetry found here. Future studies may therefore wish to explore the influence of
external identity-threats on moral judgements and spread of disinformation.

Furthermore, as exploratory analysis here demonstrated, the unbiased evaluations
of disinformation shown by Labour voters did not necessarily translate into their reporting
behaviour. Overall they were slightly more likely to report disinformation when compared
to Conservative voters and this appeared to be driven by Labour voters’ intentions to report
disinformation that undermined their own party. When it came to disinformation that
undermined the outgroup, Labour voters were no more likely than Conservative voters to
report. While the effect sizes are small, this may suggest that people selectively intervene
in the spread of false information, even if they feel it is generally “wrong” to spread.
Indeed, research suggests that through expressing moral credentials and intentions people
may be able to protect their moral self (Monin & Miller, 2001) even if they go on to act in
an “immoral” way (Cascio & Plant, 2015). As such, judging the sharing of disinformation
to be “wrong” generally may allow people to feel they are “moral” even if they selectively
report disinformation in a biased manner and highlights the difference between expressed
morality and actual “intervention” behaviour. While selectively choosing to report known
disinformation is of course preferable to taking no action, selectively engaging in such
actions may arguably privilege the safety of certain groups over others. As such, the
question of how people make moral evaluations of identity-affirming and identity-
threatening disinformation is explored further in study four of the present thesis.

There are of course limitations with the present study. Firstly, the study used only a

single item to test the hypothesis. As political conservatives are thought to be more likely
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than political liberals to view police as authority figures (Frimer et al., 2014) it could be
argued that this in some way influenced the political asymmetry observed here. Subsequent
studies may therefore wish to introduce a greater variety of disinformation narratives
balanced across the ideological spectrum. Moreover, the design of the present study
required participants to evaluate the posts prior to and after learning it was untrue. It is
therefore not possible to ascertain here how users judge freshly encountered disinformation
as they may in real-world contexts. However, this question will be addressed further in
study four. Finally, the findings are based on a very limited sample of social media users in
London who vote for specific parties. Whether these findings apply to other groups or the
wider population will need to be established.

Importantly, the present findings suggest that the saliency of disinformation being
“disinformation” may be an important factor in whether individuals perceive it to be
morally acceptable to share or not. Without this cue, users who would otherwise condemn
the sharing of disinformation may readily spread misinformation unknowingly, without
realising they may potentially be violating this moral standard themselves. Creating a
greater awareness of the many forms that disinformation can take and the ways in which it
may cause harm may help shift standards from simply “sharing accurate content” to
“sharing content one has established to be accurate”. If individuals are more accepting of
being seen as “incompetent” than “immoral”, then asking users to be critical of
information presented to them may not always be effective. Ultimately, spreading false
information may only be identified as a potential issue if could lead to negative moral
consequences for themselves.

5.4.1. Conclusion

The present study sought to explore the influence of group membership on the

moral judgements of identity-related disinformation. The day before an election,

supporters of two opposing political parties were asked to rate the moral acceptability of
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sharing one of four posts that either supported or undermined their ingroup or the
outgroup. Participants were then informed that the contents of the post were inaccurate and
asked again how morally acceptable it would be to share and also whether they would
report the content to the platform. Prior to finding out that the information was false,
participants made judgements that were more lenient towards sharing misinformation that
could help their own party, regardless of their own political affiliation. Upon learning the
post was untrue, participants judged sharing to be much less morally acceptable. However,
across the political parties, supporters of the Conservative party retained an ingroup-bias in
their judgements, whereas Labour voters judged all disinformation similarly. Conversely,
Conservative voters were unlikely to report disinformation generally, while Labour voters

were instead more likely to report disinformation that undermined their party.
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Chapter 6. Study Three

6.1. Introduction

The main purpose of this chapter was to develop a scale to represent potential
contributions to the onward spread of disinformation. While in study one the concept of
“spread” was approached somewhat literally (e.g. only considering actions that would
amplify reach), the present study also considers actions which may help to reduce spread.
Additionally, following the findings regarding adjustments in moral judgements in studies
1 and 2, the present study provided an opportunity to better understand how this moral
leniency may influence misinformation spread.

First, the impact of user actions on social media platforms (SMPs) will be
discussed in greater detail with a specific focus on algorithmic contributions to spread.
Next, users’ willingness to report problematic content online and issue social corrections
within SMPs will be addressed, followed by the influence of affective moral cues in
guiding behaviour. A replication of study one is carried out to test the sensitivity of the
“Social Media Spread” scale as a measure of overall likelihood of spread contribution.
Additionally, a series of mediation analyses are utilised to understand how important moral
judgements are in the relationship between beliefs and disinformation spread. Finally,
group comparisons are again made to establish if there continue to be differences between

how Labour and Conservative voters make these decisions.

6.1.1. The Algorithmic Amplification of Disinformation

Even seemingly small interactions have the ability to influence the onward spread
of disinformation within SMPs. While the exact details surrounding the functionality of
social media algorithms are mostly confidential, leaked internal documents from Meta
(The Facebook Papers) confirmed that each type of “action” and relationship within
Facebook may be weighted differently in regards to algorithmic calculations (Hagey &

Horwitz, 2021). While it is difficult to know the unique contribution that each individual
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action has on the onward spread of a post, most platforms do openly acknowledge that
such interactions contribute to ranking in some way (LinkedIn, 2021; Mosseri, 2021;
TikTok, 2020). The algorithmic ordering of SMP feeds is, however, central to
understanding how content spreads within a platform.

In 2017 Facebook introduced “Meaningful Social Interaction” (MSI) rankings in
attempts to personalise feeds and encourage users to spend more time on the platform. For
instance, when calculating a post’s position on a newsfeed, the number of likes it had
received may contribute one point, “reactions” and reposts (with no text) five points, while
comments, messages and reposts with text provided 30 points (Hagey & Horwitz, 2021).
For example, a post generating 20 “angry” reactions would gain 100 points compared to a
post with 20 “likes” (e.g. 20 points). However, data scientists at Meta raised concerns
about this approach in 2019, finding that problematic posts (including those classed as
“misinformation”) were more likely to receive angry reactions (Merrill & Oremus, 2021).
Today, it is thought that angry reactions hold no weight and therefore may no longer
contribute to the algorithmic model. It is believed that this change led Facebook users to be
shown less misinformation on their feeds (Merill & Oremus, 2021). Therefore, not only do
the specific formulas develop over time but, notably, individual weights can be (and have
previously been) adjusted. This suggests that the specific contribution of any action within
the platform is unlikely to be stable. However, this real-life example reinforces the need to
consider the user-spread of disinformation beyond direct “sharing” actions by
incorporating Al-driven consequences into our concepts of user-contributions to “spread”.
6.1.2. Intervening in the Spread of a Social Media Post

Exercising moral agency not only involves people avoiding acting in an inhumane
manner (inhibitive) but also engagement in humane acts (proactive) (Bandura, 1999).
These proactive acts are often driven by factors such as social norms and strongly held

convictions. Therefore, in addition to simply refraining from interacting with
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misinformation (inhibitive action), users may also choose to take proactive steps which

may potentially help reduce said spread.

6.1.2.1 Reporting Content

One way in which users may help to reduce the spread of content is to
anonymously report it to the platform. Although not all reported content will be taken
down, SMPs such as Facebook claim to reduce the reach of reported content that is
determined to be “fake” by third-party factcheckers, through a process known as
“downranking” (Silverman, 2017). Additionally. users who repeatedly share
misinformation may also have the reach of all their posts limited, even when it is “true”
(Facebook, 2021). Some researchers have also found users are less likely to spread content
which has been assigned a warning label (Lanius et al., 2021; Mena, 2020). Even if the
content is not necessarily taken off an SMP after being reported, by limiting its reach the
spread may ultimately be reduced.

However, only a small minority of users may engage with reporting functions when
faced with content they know to be false (Tandoc et al., 2020). For instance, certain
individual differences may influence reporting likelihood, as more readily prioritising
moral values of harm and fairness have been associated with reporting problematic content
online (Wilhelm et al., 2020). However, the uncertainty of the outcomes post-reporting
may also be important, as users are more willing to report problematic content if they
perceive reporting may lead to an effective outcome (Wong et al., 2021). Therefore, people
may need to not only know how to report, but also feel that it will be taken seriously before
they make the effort.

The content itself, however, is likely to play an important role in whether someone
reports. Indeed, the perceived severity of any potential norm violation may also influence
whether users report misinformation to a platform. Indeed, people are more likely to be

willing to report content when they perceive it to be an emergency situation (Wong et al.,
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2021). This may be why people are more likely to report violence than rumours and
conspiracies (Wilhelm et al., 2020), and hate speech compared to disparaging speech
targeting the same group (Kunst et al., 2021). In the context of misinformation, this
perceived “severity” may be literal such as the difference between vaccine disinformation
and political disinformation, which may ultimately influence what type of disinformation
content users report. Finally, as demonstrated in study one, levels of belief-consistency

may also influence how acceptable a user perceives the spread of misinformation to be.

6.1.2.2 Social Corrections: Willingness to Intervene and Self-Censorship

While reporting content to a platform affords a user a level of anonymity, users
may also directly intervene (either privately or publicly) when encountering disinformation
on social media in a way that has the potential to help reduce spread in a number of ways.
Firstly, social corrections in the form of comments from other users may provide feedback
to the original poster (OP) regarding how their post is being perceived by others (Y. Wang
etal., 2011). As such, comments that criticise a post (for instance, highlighting that it is
disinformation) may signal to the OP that they have (inadvertently or otherwise) violated
social norms. If the OP then regrets the post, then research suggests they may delete it in
an attempt to resolve the situation (Y. Wang et al., 2011). They may even be willing to
delete the post when it potentially benefits them in other ways. For instance, (Mun & Kim,
2021) found people who are more likely to use self-presentational lies within social media
posts were also more likely to delete their posts afterwards, potentially due to perceived
psychological risks to others. Therefore, even if an OP is not initially aware that their post
potentially violates social norms, they may go on to remove it if they learn said post
presents a risk to themselves or others.

Yet, even if a post is not removed by an OP or the SMP, then comments criticising
the post may still help reduce spread albeit indirectly. For instance, when users point out

the factual inaccuracies of a post within the comments these social corrections may help
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other users identify it as disinformation (Bode et al., 2020; Bode & Vraga, 2018).
Similarly, the presence of negative comments on a post may reduce the likelihood that
others will share it, even when other positive comments are present (Boot et al., 2021).
Indeed, research by Colliander (2019) suggests social corrections may be more effective at
changing users’ attitudes and intentions to interact with misinformation than official
warning labels from SMPs. Therefore, users may still be able to play a part in helping
reduce the wider spread of a post through critical commenting.

Certain factors within the content may increase the likelihood that a user intervenes
in this way. For instance, people report more willingness to leave a critical comment on
disinformation that threatens their ingroup, potentially due to concern that others may
believe it (E. L. Cohen et al., 2020). Users are also more likely to publicly or privately
intervene in cyberbullying on Facebook when the victim is perceived to be similar to
themselves (S. Wang, 2021). Therefore, if people feel they are negatively impacted by
misinformation in some way they may be more willing to speak up, not necessarily
because they know it to be untrue. Moreover, emotional responses of anger and depression
can increase a person’s willingness to speak out, even within hostile opinion climates
(Masullo et al., 2021). Therefore, perceived identity threats and affective responses may
increase the likelihood that users are willing to speak out against content, potentially even
publicly. Disinformation that is perceived as a clear threat may therefore generate more
public criticism than disinformation where the threat is ambiguous or abstract.

Posting critical comments is, however, not without risks. As such, users may be
conscious of the visibility of their comments, particularly if a correction carries social risks
within the immediate environment. This may be an especially important consideration in
the context of SMPs, where users have to be conscious of both the somewhat permanent
record of any act as well as considerate of multiple social identities. Indeed, the perceived
presence of a virtual audience consisting of ingroup members may influence identifiable

users to express themselves in a normative manner (Douglas & McGarty, 2001, 2002).
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Therefore, users may potentially be careful about how they critique posts in the context of
their social identities and personal identifiability. As research also suggests increased fear
of social isolation may lead people to refrain from publicly expressing opposing opinions
within SMPs (H. T. Chen, 2018), inaction may be a more appealing prospect under certain
conditions. As such, any underlying threats presented by misinformation may need to be
weighed up against the perceived threats associated with speaking out.

This may be why uncertainty over who ultimately views the post may also affect
decisions to intervene. Research suggests audience size may influence whether a user
chooses to intervene within online environments (Obermaier et al., 2016). Arguably, in
some digital environments larger audiences may increase the likelihood of ingroup
members seeing a comment. This may also explain why users may be more likely to
experience social corrections within intimate digital environments (e.g. WhatsApp)
compared to Facebook (Rossini et al., 2021). Rather than risk other ingroup members
perceiving a critical comment as being a norm violation, users may instead choose to
anonymously report, or alternatively contact the poster directly.

6.1.3. Affect, Morality and Engaging in “Immoral” Behaviour

Users may not be consciously aware of the many evaluations they will be making
while scrolling through their SMP feeds. They may, however, at times experience a sense
that a piece of content is “right” or “wrong”, without any conscious effort to make such a
judgement. Social intuitionism proposes that moral intuitions are automatic, affective
processes promoting evaluations of “good” or “bad” (or indeed “right” or “wrong’) and
may influence any subsequent moral reasoning that occurs (Haidt, 2001). From this
perspective, if an individual were to view a piece of content on an SMP that perhaps
violated a moral norm they may automatically sense that it is “wrong” to spread it further,

but they may have to work, and even struggle, to articulate exactly “why”.
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Additionally, affective processes are thought to help guide (rather than dictate)
behaviour (see Baumeister et al., 2007), and so may unconsciously influence whether
individuals choose to engage with misinformation or not. From a social cognitive
perspective, when a person violates their own personal moral standards they may
experience strong, negative affect as a consequence (Bandura, 1991b). People may
therefore self-regulate their behaviour to avoid this happening. Indeed, previous work
suggests that the more that people morally condemn spreading a piece of disinformation,
the less likely they are to share it with other people (Effron & Raj, 2020; Helgason &
Effron, 2022). However, repeatedly encountering disinformation was found to reduce
levels of moral condemnation and, in turn, was associated with an increased likelihood of
sharing the content (Effron & Raj, 2020). One explanation for this is that repeated
exposure may reduce the strength of each subsequent affective response. This somewhat
suggests people may not make objective moral evaluations of disinformation, and instead
may be guided by feelings of “wrongness”.

There are, however, a multitude of reasons why people could experience negative
affect upon viewing misinformation. Firstly, they may notice a potential moral violation,
for instance, that the content is potentially harmful to others in some way. While sharing
the content may not have a negative impact on them personally, affective forecasting may
allow them to anticipate emotions that could be experienced if they were to press “share”
(see Wilson & Gilbert, 2003 for an overview). For instance, if a person remembers a
negative experience after sharing something similar in the past, they may also experience
emotions associated with that memory. These emotions may ultimately encourage the user
to self-regulate to avoid potentially encountering the experience again.

However, words, images, or concepts within the content may induce affect in a
manner that can shape evaluations. For instance, previous work suggests that the emotions
that people experience when thinking about “global warming” may influence judgements

made about climate change policy (N. Smith & Leiserowitz, 2014). Furthermore, people
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may experience cognitive dissonance when they view information that conflicts with their
beliefs, a process that is thought to be accompanied by negative affect (Harmon-Jones,
2000). As such, the influence of affect is likely to differ across situations and individual
users. Yet, these emotional cues may also increase the likelihood that someone believes
misinformation (Martel et al., 2020). Moreover, in addition to guiding the self-regulation
of behaviour, certain emotions are more likely than others to encourage action (see Brader
& Marcus, 2013). For instance, Tweets containing moral emotional language are thought
to be more readily spread within ingroup networks on Twitter (Brady et al., 2017). As
such, the relationship between affect and people’s evaluations of social media content is
unlikely to be straightforward.

With this in mind, users may need to have a realistic understanding of the potential
impacts of disinformation to effectively self-regulate their behaviour. However, the first
challenge here is that the impact of disinformation is often difficult to comprehend let
alone quantify. For instance, research suggests that lies that benefit the receiver (e.g.
prosocial and altruistic lies) may be viewed as more morally acceptable than the truth and
lies that harm the receiver (Levine & Schweitzer, 2014). People may therefore view
disinformation that they perceive to be prosocial as more morally acceptable if they are
otherwise unaware of the true reason the content was initially disseminated. For instance,
the Internet Research Agency have previously spread disinformation depicting the
suffering of children in the Syrian war, but in an attempt to drive support for Russia’s
operations in Syria and President Bashar Al-Assad (DiResta et al., 2019). As was found in
study one, people may also be more morally lenient towards belief-consistent
disinformation, and therefore being factually “inaccurate” is not necessarily enough to
make disinformation feel “wrong” to spread if it “feels true” in other ways.

Another challenge is the reliance on people to consider the possibility that the
content they encounter within SMPs may be disinformation (and as such “wrong” to

spread). As the findings from study two suggest, once individuals are made aware that
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content is false or misleading, they may judge it to be less acceptable to spread. However,
prior to this their judgements may be more readily influenced by other factors, such as pre-
existing beliefs and identity. If an individual is presented with belief-consistent
misinformation (which therefore may align with what they perceive to be accurate (Huber,
2009)), they may arguably be less likely to sense potential moral violations relating to
spreading inaccurate content. In contrast, content that potentially undermines such beliefs
may be more readily identified as potentially morally “wrong” to spread on the sole basis
that it conflicts with what is perceived as being true (but notably may not actually have to
be factually untrue). As such, levels of belief-consistency may play an important role in
influencing the moral evaluations people make about spreading misinformation.

6.1.4. The Present Study

A key focus of this study is to test a “Social Media Spread” scale that may better
represent the contributions people may make to the spread of disinformation, either
through actions which directly contribute to said spread or inaction. By incorporating
actions that may also reduce the spread of disinformation on social media this scale may
help to in some way differentiate between users who choose not to amplify the spread of
content because of disagreement from those who are simply disinterested.

Furthermore, as in study one, it is proposed that individuals will be more likely to
spread disinformation when it is consistent with or supports their beliefs. Again, the study
measured participants’ beliefs surrounding the UK Government’s handling of the COVID-
19 pandemic (measured by the Citizen Trust in Government Organisation scale
(Grimmelikhuijsen & Knies, 2015)). The related disinformation was the same as used in
study one, and framed as either “favourable” or “unfavourable” towards the UK
Government and their performance. In other words, it was predicted that an individual
whose beliefs would result in a low “trust” score would be more likely to spread

“unfavourable” disinformation as it is more consistent with said belief.
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The following hypotheses are therefore slight adjustments to study one hypotheses.
The amendments replace the previous focus on interactions with disinformation and
consider a combination of factors that reflect actions which amplify or reduce social media
“spread’. It is predicted that individuals will be more likely to contribute to the spread of

disinformation when it supports an issue-related belief. Therefore, Hypotheses 1 and 2 are:

H1: Individuals who have lower trust in Government handling of COVID-19 will
report a greater likelihood of contributing to the spread of misinformation that
undermines the Government.

H2: Individuals who have higher trust in Government handling of COVID-19 will
report a greater likelihood of contributing to the spread of misinformation that

supports the Government

The present study also provides an opportunity to better understand how moral
reasoning influences intended interactions and spread, specifically how our moral
judgements about sharing content play a role in whether we choose to engage with said
content. Moral condemnation has previously been found to mediate the role between
fluency (based on repeated exposure) and interactions with disinformation (Effron, 2020).
Additionally, Social Cognitive Theory supposes that individuals self-regulate their conduct
against personal standards (Bandura, 1991b). If users perceive spreading the content to be
morally problematic, they may avoid interacting with it, even if it may benefit them or is
something they may usually engage with.

Similarly to study one, it is also predicted that individuals will be more likely to
judge spreading misinformation that supports an issue-related belief as more morally

acceptable. Therefore, hypotheses 3 and 4 are:
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H3: Individuals with lower trust in the Government will report the sharing of
misinformation that undermines Government as more morally acceptable than
those with higher trust in the Government.
H4: Individuals with higher trust in the Government will report the sharing of
misinformation that supports Government as more morally acceptable than those

with lower trust in the Government.

Finally, it is predicted that when beliefs have a greater consistency with misinformation
participants will view it as more acceptable to spread and, in turn, be more likely to spread

it themselves. Therefore, Hypotheses 5 and 6 are:

H5: Moral judgements of sharing “Government undermining” misinformation will
mediate the relationship between low trust and increased likelihood of spreading
“undermining” misinformation.

H6: Moral judgements of sharing “Government supporting” misinformation will
mediate the relationship between high trust and increased likelihood of spreading

“supporting” misinformation.

6.2. Method
6.2.1. Materials and Measures
The procedure and materials for this study were replicated from study one, with
any changes noted below. Ethical approval for this study had previously been obtained
from the University’s Psychology Ethics Committee (ETH2021—0777) for study one

(Appendix B).
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6.2.1.1 Social Media Spread Scale

Six items from the original study were presented at random to participants. This
was misinformation that was either “Favourable” or “Unfavourable” towards the UK
Government. As before, participants were not explicitly informed that the content was
false or misleading to avoid social desirability effects.

For this study, participants were instead asked “If this image came up on your
social media feed, how likely is it you would engage with the following actions?”. They
were then presented with a list of eight actions: “Like or upvote the content”, “Comment in
agreement / support”, “Repost the content on a personal social media account (e.g.
“retweet”)”, “Send the content directly to one other person”, “Share the content with a
group of other people (e.g. WhatsApp group)”, “Report the message to the platform” (R),
“Post comment asking for content to be taken down” (R) and “Directly contact the poster
to ask them to remove” (R). For each of these actions, responses were given using an 11-
point scale from “Not at all likely” to “Extremely likely”.

As indicated above, prior to analysis three items within the scale were reverse
scored as they represented actions that may help reduce the wider spread of disinformation
through either removal or algorithmic de-ranking. Therefore, proactive attempts to help
prevent the spread of disinformation may be differentiated from inaction. The scale items
for each item of stimuli were summed and a mean score created. The scores from the three
stimuli items were then combined and an overall mean “spread” score produced for each
disinformation category.
6.2.1.2 Moral Judgements of Sharing Disinformation

Participants were also asked to rate how morally acceptable it would be to share
each item of misinformation. Responses were given using an 11-point scale from “Not at
all acceptable” to “Completely morally acceptable’. However, unlike in study one,

participants were not informed that the items were misleading until the debrief.
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6.2.2. Participants

To ensure enough power for mediation analysis, sample size planning was
conducted using MedPower (Kenny, 2017). A minimum effect size of = .2 is thought to
be the minimum effect size that is practically significant in social science research
(Ferguson, 2009). To detect B = .2 at 80% power, 250 participants would be required.
Allowing for data screening exclusions, the target sample size was 280 participants.

A total of 302 participants were initially recruited through Prolific. Of this,
eighteen participants were unable to progress in the study due to having accessed it using a
mobile or tablet device and so were removed from the dataset*. One participant was
removed for not consenting, another for not meeting the recruitment criteria regarding
current location, while a further three did not complete the study. Additionally, Qualtrics
flagged four participants as suspicious, and as such were also removed. Finally, 24
participants were removed for a lack of variance in their “Trust” or “Risk” scores®,
suggesting inauthentic responding. The remaining 251 participants (83 males) aged 18-71
(M =35.47, SD = 13.29) were those included in the analysis.

As with study one, participants were required to be based in England to ensure a
consistent understanding of “Government’. Recruitment was expanded to include users of
other social media platforms and was balanced across political ideology only. Again,
participants on the whole reported they would vote for one of the two major political
parties if an election were held tomorrow, Conservatives (N = 90), Labour (N = 85),
Liberal Democrats (N = 6), Other (N = 34), Unsure / Would not vote (N = 32), Prefer not

to say (N = 4). When political parties are compared in analysis, participants who indicated

4 Accessing the study from a computer was a condition of signing up to the study, as the mobile optimised
version on Qualtrics was less user-friendly and therefore the option was switched-off. The Qualtrics survey
was then set up to detect any participant attempting to inauthentically access the study on a mobile device
and automatically prevent them from progressing in any way (however, were still picked up by the software
as having started the study).

5 Removal of participants for this reason had also been specified at pre-registration.
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anything other than Conservatives or Labour were excluded from analysis due to small
samples.

Participant demographics are shown in Table 6.1.
Table 6.1

Participant Demographics for Study Three

N %
Total 251 100.0
Gender
Female 163 64.9
Male 83 33.1
Non-Binary 3 1.2
Prefer not to say 2 0.8
Education completed
Less than GCSEs 4 1.6
GCSEs 25 10.0
A-Levels 78 311
Bachelor’s Degree 96 38.2
Master’s Degree 42 16.7
Doctoral Degree 2 0.8
Other 4 1.6
Political Party
Conservatives 90 35.9
Labour 85 339
Liberal Democrats 6 2.4
Other 34 135
Unsure / Would not vote 32 12.7
Prefer not to say 4 1.6

6.2.3. Data Analysis

Data analysis for planned tests were pre-registered through AsPredicted.org
(#78270, Appendix R). All tests applied an o level of .05. As with study one, four multiple
regressions were run predicting the spread and moral judgements of “Favourable” and

“Unfavourable” misinformation. These used predictors of “Trust in Government”,
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“Perceived Risk™, age and gender as predictors. Additionally, Spearman’s correlations
were run following each regression to confirm the findings.

H5 & H6 were tested using mediation models using a bootstrapping approach (n =
5000), where “Trust” was the predictor variable for both models. Significant predictors of
both spread and moral judgements were also included as covariates. The first model
focused on Unfavourable misinformation, while the second model addressed Favourable
misinformation. “Trust” acted as the predictor variable, while the corresponding moral
judgement acted as the mediator and social media spread score as the dependent variable.

6.3. Results

Qualtrics data were exported into Excel for data cleaning before importing into
SPSS for analysis. As per Study one, responses for “Trust in Government”, “COVID-19
Perceived Risk” and the morally acceptability ratings for each of the two disinformation
stimuli sets were summed and mean scores calculated. To create the social media spread
scores, reverse scores were calculated for the relevant items (e.g. “reporting”, etc.) and
pooled mean scores were created for each disinformation item as well as the full stimuli
sets.

Descriptive statistics for all variables are shown in Table 6.2, with histograms and
Q-Q plots provided in Appendix S.
Table 6.2

Summary of Descriptive Statistics by Misinformation Category

Range
N M SD a Potential  Actual  Skewness Kurtosis
Age 251 35.47 13.29 18-71 0.61 3.37
Trust in 251 337 146 .96 1-7 1.11-6.67 0.25 —0.96
COVID-19 251 276 069 .84 1-5 1.13-4.63 —-0.06 —-0.18

Perceived Risk

Spread Likelihood
Favourable 251 520 119 .60 1-11 1.33-9.38 0.10 212
Unfavourable 251 580 146 .82 1-11 2.25-11.00 1.38 2.20
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Range
N M SD a Potential  Actual  Skewness Kurtosis
Moral Judgement
Favourable 251 6.93 273 1-11 1.00-11.00 —-0.31 —0.59
Unfavourable 251 545 2091 1-11 1.00-11.00 0.29 —-0.80

6.3.1. Planned tests
6.3.1.1 Social Media Spread Scale

A series of Cronbach Alpha tests were run to check the reliability of the Social
Media Spread Scale. These were run across the responses for each individual
misinformation item. All items individually had an o > .69 suggesting an adequate level of
reliability (Table 6.3).
Table 6.3

Cronbach Alpha scores for Individual Disinformation Items

Item o
FG1 74
FG2 .69
FG3 .79
UFG1 .80
UFG2 .79
UFG3 .81

Note. “FG” = “Favourable” to UK Government; UFG = “Unfavourable” to UK Government.

Figure 6.1 also displays the distribution of the new social media spread scale
parallel to the findings from study one (where only “like”, “share with a friend” and “share
publicly” were included in the scale) for each individual item. These show that the
distribution of the scores has slightly improved, as those who engage with opportunities to
reduce spread may be differentiated from “true inaction”. While fewer participants
received lower scores, this is to be expected with content that does not clearly fall into the
category of “problematic content”. A sharp peak will always be expected in this context,
however, as individuals do not interact with every piece of content they see on social

media (regardless of the motive of the interaction).
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Histograms of “Spread” (Study Three) vs “Interaction” (Study One) Scores for Each Item
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Note. Panels A, C & E show distributions of intentions to spread individual “Favourable”
misinformation items. Panels B, D & F show the corresponding distributions for intentions to
interact from study one. Panels G, | & K show distributions of intentions to spread individual
“Unfavourable” misinformation items from the present study. Panels H, J & L show the

corresponding distributions for intentions to interact from study one.

6.3.1.2 Effects of Belief Consistency on Spread of Misinformation

To ensure no violation of the assumptions for multiple regression, preliminary
analyses were conducted to assess normality, linearity, multicollinearity, and
homoscedasticity. Any violations are noted within the results.

As with study one, two multiple regressions were carried out, both with “Trust in
Government”, “COVID-19 Risk Perception”, age and gender added as predictor variables
to the models. The first model predicted the likelihood of spreading “Unfavourable”
misinformation and the second model predicted the same for “Favourable” misinformation.
The P-P plots for both models suggest that the residuals for both regressions may not be

normally distributed (Appendix T) and therefore the results should be taken with caution.
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The first model predicting the likelihood of spreading Unfavourable
misinformation was significant, F(4, 241) = 10.82, p < .001, adj. R?=.14. While Trust in
Government and “COVID-19 Risk Perception” were both significant predictors, Trust was
the strongest (B =—.31, t(241) = —4.76, p < .001). The second model which predicted the
likelihood of spreading “Favourable” misinformation was also significant, F(4, 241) =
4.15, p < .01, adj. R?=.05. While the second model accounted for only 5% of variance,
this is above the minimum value for a practically significant effect for data in social
science (Ferguson, 2009). Trust and age were both significant predictors of spread, with
Trust again being the most important predictor (B = .25, t(241) = 3.67, p <.001).
Regression coefficients for both models can be found in Table 6.4.
Table 6.4

Summary of Regressions Predicting Intentions to Spread Political Misinformation

Unfavourable Favourable
B SEB B B SEB B
Model
Constant 6.22%** 45 5.14 .38
Age -0.01 .01 —-.09 -0.01* .01 —-.16
Gender 0.18 19 .06 —-0.16 .16 -.06
Trust —0.31*** .06 =31 0.20%** .06 25
Risk 0.30* A3 14 -0.02 A1 -.01
R? A5 .06
Adi. R? 47 F* 05***
F 10.82 4.15

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05. ** p < .01. *** p < .001.

As the assumptions for a regression had not been fully met, Spearman’s
correlations were also run to lend further support for a significant relationship between the
predictor of interest (e.g. Trust) and the dependent variables. These confirmed that Trust

had a significant relationship with likelihood of spreading Unfavourable misinformation (r
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= —.35) and Favourable misinformation (r = .2) with medium and small effect sizes

respectively (Cohen, 1992).

6.3.1.3 Effect of Beliefs on the Moral Judgements of Misinformation

To assess whether levels of Trust in Government would predict moral judgements
of sharing misinformation prior to learning the content is false or misleading, two further
multiple regressions were carried out. The first model significantly predicted moral
judgements of spreading Unfavourable misinformation, F(4, 241) = 14.92, p < .001, adj. R?
=.19. Trust and age both added significantly to the model, with Trust being the most
important predictor, B =—.37, t(241) = —5.91, p < .001. For Favourable misinformation, the
model also significantly predicted moral acceptability ratings, F(4, 241) = 8.34, p <.001,
adj. R?=.11. Trust, age and gender all added significantly to the model, but again Trust
was the most important predictor, B = .27, t(241) = 4.13, p < .001. Regression coefficients
for both models can be found in Table 6.5.
Table 6.5

Summary of Regressions Predicting Moral Judgements of Political Misinformation

Unfavourable Favourable
B SE B B B SE B B
Model
Constant 8.79%** .87 8.32%** .85
Adge —0.03* .01 -.15 —0.04** .01 -.19
Gender —0.07 .36 —-.01 —0.89* .35 —-.16
Trust —0.73*** 12 -.37 0.50*** 12 27
Risk 0.13 .25 .03 —-0.40 24 -.10
R? .20 12
Adi. R? 19*x** A1xx*
F 14.92 8.34

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05, ** p < .01 *** p < .001.
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As before, Spearman’s correlations demonstrated that moral judgements of sharing
Unfavourable misinformation significantly correlated with “Trust” (r = —.42) with a
medium effect size. Furthermore, Trust positively correlated with the moral acceptability

ratings of Favourable misinformation (r = .24) with a small effect size.

6.3.1.4 Moral Judgements as a Mediator Between Beliefs and Misinformation Spread
Moral judgements of spreading misinformation were predicted to mediate the
relationship between belief consistency and intentions to spread misinformation. First,
moral judgements and intentions to spread Unfavourable misinformation were put into
PROCESS macro model 4. Standardized results are shown unless noted otherwise.
Lower levels of trust were related to higher moral acceptance of spreading
Unfavourable misinformation (a = —.37, t(247) = —5.94, p <.001). This, in turn, was
related to a higher likelihood of spreading said Unfavourable misinformation (b = .52,
t(246) = 8.26, p < .001). A 95% bias-corrected confidence interval based on 5,000
bootstrap samples indicated that the indirect effect (ab = —.19) was entirely below zero
(—.27 to —.12), suggesting a significant result. However, when the indirect effect of the
moral judgment was taken into consideration, lower levels of trust still predicted an
increased likelihood of spreading Unfavourable misinformation on social media (¢” =

—.12,1(247) = —2.18, p < .05). Model coefficients can be found in Table 6.6 and Figure 3.6.
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Table 6.6

Model Coefficients for Mediation Model for Unfavourable Misinformation

Consequent
M (MORAL Y (SPREAD)

Antecedent Coeff. SE  Beta Coeff. SE Beta
X(TRUST) a —0.73*** A2 -37 c’ -0.12* 06 -12
M (MORAL b  0.26%** .03 52
Ci(RISK) f; 0.13 .23 .03 g1 0.29** 0 14
C2(AGE) f; —-0.03* .01 -15 g2 —-0.001 01 -.01

Constant iy 8.75*** .76 iy  4.03*** .48

R?2=0.20 R?=0.36

F (3,247)=26.79,p < F (4,246) =27.18,p <
.001 .001

*p <.05. ** p<.01. *** p <.001.

Figure 6.2
Standardised Coefficients for the Relationship Between Trust and Likelihood of Spreading

Unfavourable Misinformation Mediated by Moral Judgements

Moral
/ (M)
g =-37%** b = .52%**
Trust ¢’ =-.12* Spread
(X) (c=-.31%*¥) (v)

Note. Controlled for Risk and age. Presented effects are standardised

*p < .05. ** p < 01, *** p < 001.

The second model predicted intentions to spread “Favourable” misinformation.

This found that levels of trust were related to higher moral acceptance of spreading
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“Favourable” misinformation (a = .26, t(242) = 3.62, p <.001). Higher moral acceptance
was again linked to higher likelihood of spreading the misinformation (b = .37, t(241) =
5.89, p <.001). A 95% bias-corrected confidence interval based on 5,000 bootstrap
samples indicated that the indirect effect (ab = .08) was entirely above zero (.03 to .13).
When the indirect effect of the moral judgment was again taken into consideration, higher
levels of trust still predicted an increased likelihood of spreading “Favourable”
misinformation on social media (¢~ = .13, t(241) = 2.54, p <.05). Model coefficients can

be found in Table 6.7 and Figure 6.3.

Table 6.7

Model Coefficients for Mediation Model for Favourable Misinformation

Consequent
M (MORAL Y (SPREAD)

Antecedent Coeff. SE Beta Coeff. SE Beta
X(TRUST) a 0.49*** 13 .26 c’ 0.13* .05 -.15

M (MORAL b 0.16*** .03 37
Ci(AGE) fi —0.04** .02 =21 O1 -0.01 .01 -.08
C2(GENDER) f, —0.98** .35 =17 g. —0.003 A5 —-.001

Constant iy  7.48%** .62 iy 3.90*** 31
R?2=0.11 R?=0.18
F (3,242) =8.33, p<.001 F(4,241)=15.47,p<

.001

Note. Gender coded as dummy variable, M =0, F = 1.

*p < .05, ** p < .01 *** p < .001.
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Standardised Coefficients for the Relationship Between Trust and Likelihood of Spreading

Favourable Misinformation Mediated by Moral Judgements

/ (M)

a =.26%**

Trust

Moral

b = 37%**

)

¢’ =.13*

(c=.25%*%)

Note. Controlled for gender and age. Presented effects are standardised.

*p < .05, ** p < .01 *** p < .001.

6.3.2. Exploratory Analysis

6.3.2.1 Political Differences in Spread Intentions and Moral Judgements
As in study one, there appeared to be differences in how both Conservative and

Labour voters responded in relation to spread and moral judgements. As the variance in

\ 4

Spread

(v)

ages across the two groups were found to be significantly different (t(153.59) = 7.30, p <

.001, d = 1.09), age was controlled for in these analyses. Two 2x2 mixed analysis of

variances (ANCOVA) were run, both with between-group factors of “partisanship”

(Conservative vs. Labour) and within-group factors of “misinformation type”

(“Favourable” vs “Unfavourable’) and controlled for age.

The ANCOVA for “Spread” revealed that the interaction effect between

“partisanship” and “misinformation type” was significant with a large effect size, F(1, 172)

=45.82, p <.001, np? = .21. Individually, the main effect of “partisanship” was significant
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(F(1, 172) = 7.42, p < .01, np? = .04), however the main effect of “misinformation type”
was not significant (F(1, 172) = 0.03, p = .87, np? = .00). Analysis of simple main effects
suggest Labour voters were more likely to spread Unfavourable than Favourable
misinformation with a large effect size, (F(1, 172) = 66.40, p <.001, np? = .28). This is
illustrated in Figure 6.4.
Figure 6.4

Estimated Marginal Means of Likelihood of Spreading Misinformation

11.00 Misinformation
Category

""" Favourable
= Unfavourable

5.00

Likelihood of Spread

3.00

1.00

Conservative Labour

Party
Note. Controlled for age. Error bars: 95% CI. Dashed line indicates point at which participants with

no intentions to interact in any manner (e.g. amplify or intervene) would fall.

For the second ANCOVA testing the moral judgements of spreading
misinformation, both the main effects of “partisanship” (F(1, 172) = 6.77, p < .01, np? =
.04) and “misinformation type” were significant (F(1, 172) = 11.11, p < .001, n? = .06).
Furthermore, the interaction effect between “partisanship” and “misinformation type” was
also significant with a large effect size, F(1, 172) = 75.80, p < .001, np? = .31. Analysis of

simple main effects found that Conservative voters were significantly more likely to feel it
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was morally acceptable to spread Favourable compared to Unfavourable misinformation
with a large effect size, (F(1, 172) = 140.89, p < .001, np? = .45). This is illustrated in
Figure 6.5.

Figure 6.5

Estimated Marginal Means of Moral Acceptability of Spreading Misinformation

11.00 Misinformation
Category

""" Favourable
= Unfavourable
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Moral Acceptability
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1.00

Conservative Labour

Party
Note. Controlled for age. Error bars: 95% CI.

6.4. Discussion

A key aim of this study was to understand whether a “Social Media Spread” scale
could help to capture users’ intentions to contribute to the spread of misinformation. It was
also an opportunity to better understand whether moral judgements of sharing
misinformation help to explain the relationship between belief-consistency and intentions
to spread. The new scale had acceptable reliability across all six misinformation items. H1
and H2 were supported using the spread scale, in that participants reported being more
likely to spread misinformation that was consistent with their views. Furthermore, H3 and

H4 were supported, in that moral judgements of misinformation spread (prior to learning
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the content was false or misleading) could be predicted by greater levels of belief-
consistency. Finally, H5 and H6 were supported, as moral judgements of spreading
misinformation accounted for a proportion of the relationship between belief-consistency
and misinformation spread.

The findings suggest that the social media spread scale may be a suitable measure
for capturing intentions to contribute to the digital spread of a SMP post. Not only did the
scale have an acceptable level of reliability, the regression models for both types of
misinformation were significant and accounted for acceptable amounts of variance. On the
whole, it is expected that when presented with misinformation (or any type of social media
content) that the majority of users will simply do nothing, which the distribution of these
scores certainly support. Given that users are more likely to intervene in problematic
behaviour online when the situation induces negative responses in said user (E. L. Cohen
et al., 2020; Masullo et al., 2021), it may also be the case that a different selection of items
would produce better distributions and potentially lower likelihood of spread overall. The
social media spread scale therefore provides an opportunity to distinguish proactive
attempts to reduce spread from simple inaction.

As in study one, the present findings indicate people may make moral evaluations
of misinformation in relation to how closely it aligns with their beliefs (e.g. levels of
belief-consistency). The difference here is that participants were not informed the content
was false or misleading which, as study two suggests, may potentially reduce the overall
levels of moral acceptability. Given how beliefs represent what a person perceives to be
true (Huber, 2009) people may arguably be less likely to perceive potential moral
violations in belief-consistent misinformation compared to misinformation that conflicts
with said beliefs. As the latter may undermine what they perceive to be true, users may
experience cognitive dissonance and, therefore, negative affect (see Harmon-Jones, 2000).
Therefore, users may sense that content that undermines their beliefs is “wrong” to spread

further, regardless to whether it is factually inaccurate or not.
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Conversely, if people spread false information that they genuinely perceive to be
“true” they are arguably unlikely to feel they are being dishonest or deceitful (see Barber,
2020 for an overview) or experience cognitive dissonance. Therefore they may potentially
be less likely to experience a sense that is it “wrong” to spread the content further, and
therefore may not perceive the act as a potential moral violation. Additionally, people also
rely on affective cues associated with potential moral violations to inform when to regulate
their behaviour (Bandura, 1991b). As such, users may feel relatively free to spread belief-
consistent misinformation from a moral perspective and therefore other factors may
determine whether they go on to amplify the content further.

Notably, while the weight of the predictors themselves were similar in both study
one and the present study, the amount of variance the model accounted for in judgements
of favourable disinformation almost doubled when the inaccurate “status” was not
disclosed (e.g. misinformation). It may be that learning that information is inaccurate
influences the basis against which these judgements are made. As in, beliefs may have
played a greater role in determining moral judgements of misinformation, suggesting that
learning disinformation is untrue provides additional, but potentially important, context
from a moral perspective. Interestingly, however, this was not the case for unfavourable
misinformation, where regression results in both studies were similar despite the
differences in knowledge of disinformation “status”. Whether any changes in variance are
due to differences in “disinformation disclosure” cannot, however, be established from the
present findings, particularly given the time frame between the two studies. The effect of
fact-check tags and content valence are tested within study four of the present thesis.

Moreover, the present study supports recent work suggesting that levels of moral
acceptability can act as mediator in predicting intentions to spread misinformation (Effron
& Raj, 2020; Helgason & Effron, 2022). Previously, Effron & Raj (2020) found that
repeated exposure to a piece of disinformation reduced levels of moral condemnation,

which in turn increased intentions to share. Here, moral acceptability related to levels of
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belief consistency. Together, these findings highlight the value of exploring why people
may be more morally lenient towards misinformation to better understand why they may
go on to spread it further.

Given the findings from studies one and two, it was somewhat expected that
Conservative and Labour voters would judge the misinformation differently from each
other, despite neither group being made aware that it was misleading. On the whole,
Labour voters again were more likely to spread misinformation that undermined the UK
Government (e.g. outgroup) and appeared to judge the spread of both types of content
similarly, despite having much lower trust overall. However, Conservatives judged
misinformation that supported the UK Government (which at the time of data collection
was their own party) to be more acceptable to spread, and misinformation that negatively
framed the Government as much less acceptable to spread than any other rating. From the
perspective of Social ldentity Theory (Tajfel & Turner, 2004), this may be because
undermining misinformation negatively frames their ingroup and therefore threatens the
group’s value. Behaviour which may have a negative impact on others or the self can
violate a subtype of social norm known as a moral norm (FeldmanHall et al., 2018; Schein
& Gray, 2018). Notably, violations of moral norms may lead to more severe punishment
(Schmidt et al., 2012), which may explain the findings here.

In contrast, favourable misinformation may allow users to express the positive
distinctiveness of their ingroup, potentially providing them with a means with which to
achieve or maintain a positive social identity. Similarly, unfavourable misinformation may
provide Labour voters with a way of positively differentiating their ingroup from the
outgroup (e.g. Conservatives) and may therefore be perceived as relatively more
acceptable to spread. However, notably, the patterns of moral judgements did not mirror
differences in intentions to spread here. Indeed, while Labour voters were more likely to
spread unfavourable misinformation, Conservative voters appeared no more likely to

spread either type of misinformation (despite differences in moral evaluations).
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It may therefore be the case that higher levels of moral acceptability help provide
conditions within which people feel it is acceptable to amplify the spread of
misinformation, however, this alone will not mean people will spread it. Indeed, previous
work suggests that under conditions where there are no threats to identity, committed
group members may engage in identity expression (Ellemers et al., 2002), however, they
may only be motivated to do this when the group identity itself lacks distinctiveness
(Spears et al., 2002). As such, Conservative voters may not have the same motivations to
spread identity-affirming content as Labour voters may have had here. Indeed, from a
social identity perspective, the fact that the Conservative party formed the UK Government
at the time of data collection may have meant that for Labour voters the content depicted a
“higher status” outgroup (at least in terms of political power). Those who strongly
identified as Labour voters may have then been motivated to challenge any perceived
hierarchy through social creativity (Tajfel & Turner, 2004). As such, misinformation that
was unfavourable about the UK Government’s handling of the pandemic may have
provided Labour voters with a means with which to make expressions of positive
distinctiveness. Study four in the present thesis explores the influence of identity threats
and political orientation on evaluations of misinformation in more detail.

The present study does of course include several limitations. Firstly, self-reports
were relied on to measure moral judgements which means that individuals must use a level
of moral reasoning to make said judgement. However, it has been suggested that moral
intuition lays an initial path for moral reasoning and therefore individuals’ conclusions
may be shaped by intuition (Haidt, 2001). It may also be the case that by inducing moral
reasoning, participants’ responses could have been shaped by their “spread” responses.
However, the present study did not disclose any further information between the spread
and the moral judgement stages (for example, disinformation status) and therefore it is less
likely that any underlying basis of said judgement would change substantially. However,

future studies exploring belief-consistency may wish to ask other moral questions about
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misinformation items without asking participants how they themselves would “interact” to
better understand if perceiving the act itself influences moral evaluations about an item
content.

Where beliefs can be quantified as the probability of a certain likelihood being true
(Huber, 2009) then they may shape moral evaluations of misinformation in a way that may
lead to biased judgements. Where misinformation that conflicts with said beliefs may be
readily detected as “wrong” to spread, there is a chance that people are simply less likely to
detect potential moral violations in spreading belief-consistent misinformation. As such,
people’s moral evaluations of misinformation may be dynamic: influenced by the content
itself as well as changes in external factors. As the present study illustrates, where people
are more lenient towards misinformation, they may be more willing to spread it further.
Indeed, as social cognitive theory proposes (Bandura, 1991b), individuals will self-regulate
their behaviour but only up to a point. Developing interventions that may help to raise
“moral thresholds” for spreading unverified content may therefore be a consideration for
helping reduce the spread of disinformation within SMPs. This is explored in more detail
in study five.

6.4.1. Conclusion

The present study sought to test a new scale to better represent users’ contributions
to the digital spread of misinformation. It also looked at how moral evaluations mediate the
relationship between levels of belief-consistency and intentions to spread misinformation.
A replication of study one was carried out, where participants were asked again about their
levels of trust in the UK Government’s handling of the COVID-19 pandemic, how likely it
is they would interact with misinformation “favourable” and “unfavourable” towards the
UK Government and how morally acceptable they felt it was to share said misinformation.
The social media spread scale had acceptable reliability and, as in study one, “Trust” had a

positive relationship with intentions to spread favourable misinformation, but a negative
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relationship with spreading unfavourable misinformation. Moral judgements of
misinformation also partially mediated the relationship between “Trust” and
misinformation spread. The moral processes associated with intentions to spread

misinformation are explored in more detail in study four, described in the next chapter.
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Chapter 7. Study Four

7.1. Introduction

This chapter expands on the group-based findings from study two, applying the
contribution to spread scale developed in the previous study. As the previous chapters
indicate, moral judgements of spreading misinformation and disinformation may not be
based solely on the act itself (e.g. the amplification of false information) but are influenced
by factors such as belief consistency and how it may impact social identity. A major focus
of this chapter is therefore to explain how social media content (in this case
misinformation and disinformation) can present identity-relevant cues which influence
digital behaviour via adjustments in moral judgements. Football fans were presented with
identity-relevant content, allowing any ideological effects to be better distinguished from
identity-level effects. Overall, the study presented here is intended to help identify the
factors which influence moral evaluations of this content. Firstly, ‘content’ will be
contextualised as potential identity-threats (either individual or group directed) which may
motivate behaviour. Next, the impact of these threats on moral judgements is discussed,
from both a modular (e.g. Moral Foundation Theory) and constructionist (e.g. Theory of
Dyadic Morality) stance. The potential influence of ideology in these threat-induced moral
judgements is then explored. The impact of message valence (i.e. positive or negative
towards the ingroup) and inclusion of fact-check information (i.e. no information or a fact-
check “tag” indicating the content is false) on contributions to spread and moral
judgements are tested using ANCOVA. A moderated mediation demonstrates how these
factors influence digital interactions with content via moral judgements. Exploratory
analysis first looks at the role identity strength plays in spread intentions. Next, linguistic
analysis using the extended Moral Foundations Dictionary helps to identify considerations

underpinning moral judgements. Using conditional process analysis, it is then
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demonstrated how ideology may impact these considerations. Finally, the influence of
engaging in foundation-specific thinking is considered.

7.1.1. Identity Threats Within Social Media Content

Social media platforms (SMPs) are environments where users may express and
experiment with their identity through content creation and digital interactions. However,
self-expression, as well as a desire to present a positive image online, have also been
linked to the sharing of misinformation (Apuke & Omar, 2021). Yet such acts of digital
self-expression have an audience which, in turn, is likely to shape user-behaviour. Indeed,
going against the group consensus within online environments can attract criticism and
even exclusion (Bradshaw et al., 2021; Ditrich & Sassenberg, 2017). As such, SMPs can
not only present situations that threaten identity at a group-level; there may also be
situations that threaten their position within said group (e.g. through norm violations) or
compromise personal moral standards in a manner that negatively impacts the self. Here it
is proposed that contextualising the digital spread of harmful content (such as
misinformation and disinformation) through the taxonomy of Identity Concerns and Self
Motives (Ellemers et al., 2002) may help develop a stronger understanding of the way in
which people interact (or refrain from interacting) with identity-related misinformation and
disinformation.

Drawing from social identity theory (Tajfel & Turner, 2004) and self-categorisation
theory (Turner & Reynolds, 2012), the taxonomy outlines three types of situations (no
threat, individual-directed threat, group-directed threat) and proposes that identity concerns
and motives within each situation will be determined by level of group commitment
(Ellemers et al., 2002). When a person is presented with a post on social media that
presents an ingroup in a positive light (e.g. suggests the ingroup’s actions led to positive
change) it may not present any clear threat to the value of the ingroup (e.g. in terms of

status or morality). However, as the social context can also be a source of threat, aspects of
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said post (and any engagement with it) may be seen as unacceptable to other ingroup
members, who may be part of the user’s potential audience. Therefore, both the post
content and the SMP audience are factors that may induce threats to social identity.

When a post does not present a clear threat to identity then it is the level of group
commitment that may determine whether a person engages in digital identity expression or
not (Ellemers et al., 2002). Indeed, Ellemers et al. (2002) suggests that while those who
have low group commitment may respond to non-threatening social stimuli with non-
involvement. In contrast, high commitment to the ingroup may motivate people to express
group identity in affirmative ways. This may include expressions of positive
distinctiveness, endorsing group norms, and prosocial collective behaviour. Indeed,
research suggests that strong group identifiers may be more likely to spread identity-
relevant misinformation (Osmundsen et al., 2021). It may therefore be the case that such
posts do not present a clear threat to a person’s identity.

However, while some content may allow users to engage in identity expression
generally (and may even benefit the group in other ways) if aspects of the post violate
social norms (e.g. it is discriminatory or deceptive) it could be viewed as problematic by
the user or their audience. As such, spreading the post further may constitute a norm-
violation and, as such, may attract criticism or exclusion. For a strongly committed group
member, an individual-directed threat such as potential exclusion may promote
behavioural conformity (Ellemers et al., 2002). Indeed, research suggests people refrain
from spreading disinformation due to reputational concerns (Altay et al., 2020),
particularly if they use SMPs to engage in social comparison (Talwar et al., 2019). When
spreading disinformation violates social norms (e.g. deceiving others) then social media
users may refrain from openly interacting with it to protect their own identity.

However, drawing attention to the inaccuracy of identity-benefitting disinformation
can also produce an individual-directed threat. Indeed, users may wish to intervene if they

are aware that information shared by a fellow ingroup member is inaccurate. However,
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situational factors may make the poster defensive towards ingroup criticism, such as when
the group is under threat (Adelman & Dasgupta, 2019). They may also be more sensitive to
ingroup criticism and feel more negatively about the source when their criticism is visible
to outgroup members (Elder et al., 2005), which may include public social media pages.
Awareness of a potential outgroup audience may then reduce the likelihood of strong-
identifiers to refrain from speaking out (Packer, 2014). SMP users may therefore resort to
less-visible actions to highlight the inaccuracy (such as anonymously reporting the post to
the platform) or simply disengage from their moral standards to protect their group
membership.

The final level of threat is group-directed, which includes threats to the value (e.g.
status or morality) of a group (Ellemers et al., 2002). This can include information about
the actions and behaviour of an ingroup that may have negative reputational impact. Such a
threat may produce defensive reactions, such as discrediting the information (whether
disinformation or not). Indeed, research suggests people are less likely to believe news that
negatively frames an ingroup (Pereira et al., 2023). “Fake news” which threatens the
ingroup has also been found to motivate users to react in a defensive manner to restore
their identity (E. L. Cohen et al., 2020). Such responses have also been found to be more
common in strong identifiers (Nauroth et al., 2015). Notably, what is illustrated by the
taxonomy of identity concerns and self motives (Ellemers et al., 2002) is that the
underlying concerns and motivations for not spreading group-threatening content and
individual-threatening content differ. As such, it may be important to make these
distinctions to better understand why users spread (or refrain from spreading)
misinformation.

7.1.2. Identity Threats and Adjustments in Moral Judgement
The sharing of content which threatens identity (either at an individual or group

level) will arguably be viewed less favourably than non-threatening content. As
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demonstrated in study two, social media users may judge misinformation which
undermines the ingroup as less acceptable to spread than when it supports an ingroup (or
indeed, undermines an outgroup). These adjustments suggest that the moral judgements
were not made regarding the act itself (e.g. is it right to spread misleading information
generally, a deontological view®) but instead influenced by context, which may alter
perceived consequences. However, there is ongoing theoretical debate surrounding the
psychological processes underpinning moral judgements. Two theories will be discussed
below. The first, Moral Foundations Theory proposes a modular approach to moral
judgements (Graham et al., 2013) and has recently begun to be utilised in the context of
disinformation research. However, despite its popularity, there is limited neurobiological
evidence to support modularity. In contrast, constructionist theories of moral reasoning
such as the Theory of Dyadic Morality (Schein & Gray, 2018) view moral reasoning as a
more generalised and dynamic process. The impact of identity-directed threats on moral
judgements will be discussed in the context of both of these theories.

As previously discussed in chapter 5, Moral Foundations Theory (MFT) proposes
that moral judgements occur through distinct cognitive modules or structures (Graham et
al., 2013). This includes modules relating to the following foundations: Care/ Harm,
Fairness/ Cheating, Ingroup Loyalty/ Betrayal, Authority/ Subversion, Purity/ Disgust,
Liberty/ Oppression’ (Haidt & Joseph, 2008; R. lyer et al., 2012). It is supposed that
people tend to engage with certain foundations over others at a chronic level (measured by
the Moral Foundations Questionnaire, MFQ), with research suggesting that such patterns

of prioritisation may align with ideology (Graham et al., 2011). Notably, recent work has

& Deontology focuses on potential violation of proscriptive and prescriptive norms, while disregarding
consequences that the particular situation may afford (Gawronski & Beer, 2017). Those taking a
deontological stance may not only refrain from interacting with misinformation that amplifies spread, they
may actively engage in attempting to reduce spread (regardless of level of agreement with its stance).

" The original moral foundations theory contained five “universal” foundations (e.g. care, fairness, ingroup
loyalty, authority and purity), however, it was never supposed that there would only be five (Haidt & Joseph,
2008). A sixth foundation of liberty was subsequently introduced, along with additions to the original
questionnaire (lyer et al., 2012).
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also linked engagement with “binding” foundations® with the “embracing” of
disinformation (Ansani et al., 2021), lower acceptance of misinformation corrections
(Trevors & Duffy, 2020), susceptibility to pseudoscience (Piejka & Okruszek, 2020) and
increased bullshit receptivity (Nilsson et al., 2019). Additionally, people who prioritise
loyalty foundations over fairness may also be less likely to report social media posts that
violate community guidelines (Wilhelm et al., 2020). The modular approach proposed by
MFT may therefore help explain the partisan asymmetries in moral judgements found
within previous studies in this thesis (discussed in more detail in the next section).

Yet MFT does not suppose that individuals only engage with a fixed set of
foundations. Rather, the baseline tendency to engage with certain foundations may be
temporarily overridden by external factors (Tamborini, Prabhu, et al., 2018). For instance,
the consumption of news about terrorist attacks has previously been shown to increase
accessibility of binding foundations (Tamborini et al., 2017, 2020). Threats to the moral
image of an ingroup may also increase accessibility of binding foundations, yet when
outgroups carry out the same “immoral” act, accessibility of individualising foundations
may increase (Leidner & Castano, 2012). This distinction may allow the behaviour of
ingroup members to be rationalised as a “loyal” act (and therefore more moral), as opposed
to an “unfair” or indeed “harmful” act. Such shifts in evaluations may then help to explain
the ingroup biases in judgements seen in study two. When viewed through the lens of
“fairness” or “harm” disinformation may appear unacceptable to spread. However, when
evaluated in the context of “loyalty”, identity-affirming disinformation may be perceived

as more reasonable to spread when the status of the group is at stake.

8 The main five moral foundations are often grouped into two higher-order categories, particularly when
discussed in the context of ideology. These are ‘binding’ foundations (e.g. loyalty, authority, purity) and
‘individualising' foundations (e.g. harm, fairness), with conservatives supposedly prioritising binding
foundations more than liberals (Graham et al., 2011)
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Indeed, shifts in foundation engagement can also influence subsequent decision making
(Tamborini, Bowman, et al., 2018; Tamborini et al., 2017). While Waytz et al. (2013)
found the level to which people engage with fairness over loyalty foundations influenced
their likelihood of whistleblowing in a variety of scenarios, they also found priming
fairness could encourage people to report unethical behaviour (e.g. uphold fairness).
People may be more likely to behave in the context of the foundation (e.g. module) that is
most accessible. Notably, research has also identified patterns between the use of
foundation related language and behaviour within SMPs. Indeed, analysis of
#HongKongPoliceBrutality tweets found that care/harm framed tweets spread further
(through retweets and favourites), while tweets framed in relation to fairness or authority
were less likely to be spread (R. Wang & Liu, 2021). Moreover, differences in moral
framing have also been observed within SMP posts by anti-vaccination users compared to
pro-vaccination users (Shi et al., 2021; Weinzierl & Harabagiu, 2022). As such, people’s
responses to misinformation may be influenced by the moral foundation they are presently
engaging with (which in turn may be influenced by the misinformation itself) and the
relevant evaluations made in the context of said foundation.

However, rather than identity-related threats activating judgements within a
particular location (e.g. a modular perspective), it may be that threats simply amplify
judgements via induced affect. Indeed, the Theory of Dyadic Morality (TDM), supposes
moral evaluations are based on a combination of norm-violations, negative affect, and
perceived levels of harm (Schein & Gray, 2018). Rather than discrete cognitive modules,
TDM instead views moral “foundations” as representing categories of values against which
perceived harm can be evaluated. Schein & Gray (2018) also argue that non-MFT values
may also be moralised. These categories of values then help guide individual-level
interpretations of norm violations; however it is ultimately the perceived harm that leads

the norm-violation to become moralised (Schein & Gray, 2015). This helps to explain why,
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for instance, judgements about incest or bestiality may be moralised, but judgements about
people being boring or forgetful are not.

As such, both value-driven norm violations and perceptions of harm help guide the
strength of the moral evaluation, in combination with negative affect (which can be either
integral or incidental) (Schein & Gray, 2018). The act of spreading identity-threatening
content such as disinformation may therefore be evaluated against these factors. Firstly,
what kind of norms may intentionally be violated (if any). For instance, as disinformation
involves the intentional sharing of false information it may be judged against a different set
of norms than misinformation. Secondly, as TDM proposes that harm perceptions are also
influenced by who receives the potential harm (e.g. “the patient™), threats to the self or
ingroup may amplify perceptions of harm compared to threats to others. As such, any
contextual changes within a post could produce moral judgements adjustments across a

continuum.

7.1.3. Political 1deology and Moral Judgements

Studies one and two within this thesis have provided evidence of political
asymmetry in moral evaluations of identity-related disinformation. Specifically, upon
learning that content is false or misleading, Conservative voters (i.e. right-leaning)
reported finding disinformation which may assist in achieving positive distinctiveness
more morally acceptable to spread than Labour voters (i.e. left-leaning). As previously
discussed, MFT research has found differences in how moral foundations are prioritised
across the political spectrum (Graham et al., 2011). Although there is cultural and
subcultural variation (Kivikangas et al., 2021), ideological differences in foundation
prioritisation have been observed across a variety of countries including the United
Kingdom (Graham et al., 2011),. Moreover, it has been argued that such differences are
important for understanding political ideology (Haidt & Kesebir, 2010). Political liberals

are thought to prioritise the individual in their moral considerations, with concerns
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revolving around fair treatment and care of others (i.e. individualising foundations of
care/harm and fairness). Conversely, political conservatives may be more likely to
prioritise tight communities, focusing their moral concerns on factors such as protecting
order, duties, and family (i.e. binding foundations of loyalty, authority, and purity®).

Given the associations that recent research has found between increased
prioritisation with binding foundations and susceptibility to misinformation (Ansani et al.,
2021; Lunz Trujillo et al., 2021; Piejka & Okruszek, 2020), it may be that the political
asymmetry observed in the previous studies within this thesis can be explained by MFT.
However, the proposed psychological basis of this relationship has attracted criticism.
While ideology is heritable and generally stable, evidence suggests that moral foundations
do not appear to be (K. B. Smith et al., 2017). Indeed, longitudinal research suggests
incidents such as a terrorist attack or exposure to anti-immigration political campaigns can
change chronic accessibility of foundations (Van de Vyver et al., 2016; Voelkel & Brandt,
2019). Arguably, the MFQ may not be measuring the moral processes that MFT claims to
be. Smith et al. (2017) does, however, suggest that the MFQ may be useful for interpreting
consequences of ideology (rather than ideology itself). For instance, the MFQ may be a
better predictor of moral approval regarding issues including abortion, animal testing and
the death penalty than ideology (Koleva et al., 2012). The MFQ may therefore at the very
least indicate categories of (potentially ideology-related) values associated with
susceptibility to spreading disinformation.

In contrast, TDM suggests any political asymmetry in moral judgements would be
based on underlying differences in perceptions of what constitutes as “harm” (Schein &
Gray, 2015, 2018). Rather than a discrete module, the influence of “foundations” instead

act as a lens to evaluate harm and are context dependent. For instance, political liberals

 However, there is some suggestion that conservatives may prioritise these original five foundations equally
(Graham et al., 2009).
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have been shown to make judgements about same-sex marriage in relation to “fairness”,
whereas for political conservatives it may be “sanctity” (Frimer, Skitka, et al., 2017). Yet,
when making judgements about oil pipelines the opposite was true. Moreover, the
connections between “foundations” and “harm” are also thought to differ between political
conservatives and liberals. Indeed, Turner-Zwinkels et al. (2021) found that political
liberals tend to mostly associate harm with fairness. However, political conservatives were
found to associate any of the foundations with harm. Rather than ideological differences in
how discrete cognitive modules are engaged with (as proposed by MFT), differences in

moral evaluations may instead be influenced by how harm is understood.

7.1.4. The Present Study

As previously discussed, the way in which a post frames an ingroup (e.g. valence)
will likely influence user-interactions in different ways. Posts that threaten the value of the
ingroup image may generate fewer interactions which may amplify the spread of the
content but may attract interactions intended to reduce its onward spread (e.g. reporting,
downvoting, etc). As such, it is predicted that people are less likely to contribute to the
wider spread of misinformation on social media when it negatively frames the ingroup.

Therefore, Hypothesis 1 is:

H1. Individuals will be more likely to spread content that is positive about their

ingroup than content that is negative about their ingroup.

As demonstrated in study two, people may also make harsher moral judgements of
posts after learning they are false or misleading. The present study seeks to assess whether
real-world interventions produce similar effects. One strategy utilised by SMPs to tackle
disinformation spread is the inclusion of fact-check “tags” which state that the information

is false or misleading. Previous research has found these to reduce intentions to share by a
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varying degree (Nekmat, 2020). One reason may be because the content is labelled for
others to see and as such could present an individual-directed threat. It is therefore
predicted that people will be less likely to spread content that has been deemed inaccurate

by a fact-checker and perceive this content to be less acceptable to spread:

H2. Individuals will be less likely to spread content that displays a fact-check tag
compared to content with no tag.
H3. Individuals will judge it to be less morally acceptable to spread content that

displays a fact-check tag compared to content with no tag.

Study three also found that moral judgements helped to explain the relationship
between the degree of belief consistency and intentions to spread misinformation. It is
therefore also predicted that the relationship between the valence of a post (e.g. positive or
negative about the ingroup) and the likelihood of spread will be partially explained by
moral evaluations. Both the relationships between valence and moral evaluation, and

valence and spread will also be weakened by the inclusion of a fact-check tag:

H4. The relationship between content valence and spread will be mediated by

moral acceptability and moderated by the inclusion of a fact-check tag.

While the previous studies in the present thesis featured disinformation related to
politics and therefore focused on group membership in the context of political parties, the
present study seeks to understand if these relationships apply to group membership more
broadly. By removing political cues (e.g. party or narratives related to political ideology) it
may also be possible to understand whether the previously observed political asymmetry is
context specific or an indication of potential differences in moral cognition. Specifically,

this study recruited supporters of various football teams and presented them with identity-
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relevant misinformation. Disinformation by definition can of course be utilised for
financial gain (Digital Culture Media and Sport Committee, 2019) and may have either
beneficial or detrimental implications for businesses. Football is no exception (Rojas
Torrijos & Mello, 2021).

Exploratory analysis will also seek to further investigate the potential processes
underpinning moral evaluations of identity-relevant misinformation. This notably includes
the use of computational text analysis on participants’ free text responses using the
extended moral foundations dictionary. Moreover, individual factors such as strength of
identity, political affiliation and scores on the moral foundation questionnaire may help to
identify, or rule out, the influence of these factors on moral evaluations.

7.2. Method

7.2.1. Development of Stimuli and Pilot Study
Supporters of five football teams from the English Premier League were recruited
for this study. To control for extraneous variables, original stimuli were developed as per

Study two.

7.2.1.1 Materials

For consistency, a series of stimuli was developed to ensure participants were
presented with stimuli personalised to their team and assigned condition. Therefore, twenty
versions of the stimuli were created and tested in the pilot study. These had an overarching
narrative of charity fundraising, which was felt to be plausible (both as a potentially real
story and as disinformation). Football has long been associated with charity in England,
where teams may be viewed as serving their local communities (Rosca, 2011). Yet this
positive aspect has previously attracted disinformation regarding clubs or individuals
making large donations (e.g. Dupuv, 2019). There are also instances of individuals

associated with clubs committing theft and / or fraud (e.g. Kilpatrick, 2014). Therefore, the
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stimuli for this study focused on the raising (i.e. “positive”) or stealing of charitable funds
(i.e. “negative”) as manipulations for the “valence” condition.

As in study two, the text was developed for consistency across the four conditions,
with small adjustments made for the valence manipulation (Figure 7.1). Draft statuses were
created using Facebook’s custom background tool, a relatively common misinformation
format within SMPs (e.g. Allen-Kinross, 2020) that also allowed for colour manipulation
based on official team colours (e.g. red for Liverpool, blue for Chelsea, etc). Colours are a
core part of a team’s identity that are utilised in fans’ own identity-expressions (Derbaix &
Decrop, 2011), while incongruent colour presentations can also negatively influence
judgements (Galli & Gorn, 2011). Each generated status was added to Photoshop templates
replicating a standard Facebook post, with or without a fact-check “tag” identical to those
used by Facebook at the time of the study. This was the basis for the second manipulation

of “tag”.



Figure 7.1

Examples of Study Four Stimuli by Condition
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No Fact-check Tag (e.g. Misinformation)

Positive Valence

e Simon Evans
Yesterday at 20:04 - @

Arsenal fans raised over £80K
for their local children's charity

#AFC

[b Like D Comment &> Share

Negative Valence

e Simon Evans
Yesterday at 20:04 ' Q@

Arsenal fans stole over £80K
raised for local children's

charity
#AFC

[i) Like U Comment /> Share

Fact-check Tag (e.g. Disinformation)

Positive Valence

e Simon Evans
Yesterday at 20:04 - Q

Arsenal fans raised over £80K
for their local children's charity

#AFC

@ Faise Information. The same information was checked in another
post by independent fact-checkers.

See Why

(ﬁ Like C) Comment &> Share

Negative Valence

e Simon Evans
Yesterday at 20:04 '@

Chelsea fans stole over £80K
raised for local children's

charity
#CFC

0 False Information. The same information was checked in another
post by independent fact-checkers.

See Why

[b Like O Comment &> Share

Note. A total of 20 unique stimuli were created targeting five different English Premier League

teams. Participants only viewed stimulus relating to own team.
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7.2.1.2 Participants

20 participants (10 males) aged 21-66 (M = 37.45, SD = 10.26) were recruited
through Prolific to take part in the pilot study. Ethical approval was obtained from the
University’s Psychology Ethics Committee (ETH2122-2442, Appendix U). Similar
eligibility requirements were used to the main study for consistency. Participants were
required to have a social media account, speak fluent English and currently be residing in
the United Kingdom. They also had to identify as either an Arsenal (n = 4), Chelsea (n =
4), Liverpool (n = 4), Manchester United (n = 4) or Tottenham Hotspur (n = 4) fan.
7.2.1.3 Procedure

The study was hosted online using the survey platform Qualtrics. Participants
answered basic demographic questions (gender, age, and location), as well as confirming
their affiliated team. Next, participants were presented with team-consistent stimuli
randomised across the four conditions. They were asked to rate how favourable the images
were across a 7-point scale, from “Very unfavourable” to “Very favourable”. They were
then thanked and debriefed.
7.2.1.4 Results

Mean favourability scores for the items are displayed in Table 7.2. Scores below 4
indicate content that was rated as “unfavourable” while scores over 4, “favourable”.
Table 7.1

Favourability Ratings of Disinformation

Iltem N Minimum Maximum Mean SD
Positive — No Tag 20 5 7 6.60 0.60
Negative — No Tag 20 1 7 1.90 0.44
Positive — Fact-check Tag 20 2 7 5.55 0.37
Negative — Fact-check Tag 20 1 7 1.95 0.37

To establish whether items were perceived differently to their related pair, a series

of paired t-tests were carried out. These showed that favourability scores of positively and
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negatively valenced stimuli were significantly different when a fact-check tag was (t(19) =
7.13, p <.001, d = 2.26) and was not included (t(19) = 9.87, p <.001, d = 2.13). This
suggests that the first manipulation effectively directed the valence of the content.

There were also differences between the favourability scores of fact-checked and
non-fact-checked content for positive content (t(19) = 2.58, p <.001, d = 1.82) suggesting
that the “tag” manipulation was effective®,
7.2.1.5 Discussion

Participants judged social media posts framed positively about their ingroup as
more favourable than negative posts. Fact-checked, positively-framed posts were also rated
as less favourable than positive posts with no fact-check.

7.2.2. Main Study
7.2.2.1 Materials

7.2.2.1.1 Strength of Identity. (Postmes et al., 2013) single item measure of identity
strength was used (Postmes et al., 2013). Participants were asked to state their level of
agreement (1-strongly disagree to 7-strongly agree) with the statement “I identify with
being a .... Supporter”, updated to reflect their reported team allegiance.

7.2.2.1.2 Political Orientation. A single item question was used to identify
participants political orientation (PO), “In politics people sometimes talk of ‘left and
‘right’. Where would you place yourself on this scale, where () means the left and 10 means
the right?”.

7.2.2.1.3 Moral Foundations Questionnaire, Appendix V. The 30-item Moral
Foundations Questionnaire (MFQ) was used to identify the moral foundations which
participants most readily prioritise (Graham et al., 2011). Participants first rated relevance

(0-not at all relevant, 5-extremely relevant) of 16 statements in deciding right or wrong

10 The difference for negative content was not significant (t(19) = —0.14, p = .45). However, this is likely due
to floor effects in both conditions.
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(e.g. “Whether or not someone showed a lack of respect for authority”). They then rated
levels of agreement (0-strongly disagree, 5-strongly agree) with 16 new statements (e.g.
“Respect for authority is something all children need to learn”). Two catch questions are
also included as attention checks (e.g. rating that maths ability as highly relevant in
judging right and wrong).

The MFQ is thought to be generalisable to British samples (Graham et al., 2011). In
the current data, alpha scores varied from « = 0.52 (Fairness foundation) to « = 0.73 for
sanctity foundations. Lower alpha scores are a known limitation of using the MFQ and
previous work has reported lower levels than these (Graham et al., 2009). Additionally,
“binding” foundations of loyalty (r = .41***), authority (r = .43***) and sanctity (r =
29%%*) positively correlated with PO, while the ‘individualising’ foundation of fairness
was negatively correlated with PO (r = -.35***). This corresponds with previously
reported ideological differences across the MFQ (Graham et al., 2011).

7.2.2.1.4AMFQ Liberty Items, Appendix W. Libertarians are thought to have moral
concerns that are different to conservatives and liberals (lyer et al., 2012). Nine additional
items developed by lyer et al. (2012) relating to either economic / government or lifestyle
aspects of libertarianism were presented alongside the MFQ-30 items. The economic /
government liberty subscale had an alpha score of « = 0.53. However, alpha is influenced
in this calculation by the number of items per scale, where fewer items may lead to lower
scores. As the subscale had only six items, and « < .50 is still felt to indicate moderately
reliability (Hinton et al., 2014), the decision was taken to retain the subscale. However, the
decision was taken to drop the subscale of lifestyle liberty due to its very low reliability, «

=0.40.

11 The other individualising foundation ‘care / harm’ did not significantly correlate with PO (r = -.11)
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7.2.2.1.5Social Media Spread Scale. The scale developed in study three was used
again, but with the addition of a “downvote / not interested” question to reflect changes
made by social media platforms. The scale had acceptable reliability across the four

conditions, where the lowest alpha was o = 0.69.

7.2.2.1.6 Moral Judgements of Spreading. As with previous studies in this thesis,
participants were asked to rate how morally acceptable it would be for them to share the
content, rated on an 11-point scale (0 —not at all morally acceptable, 10 - completely
morally acceptable).

7.2.2.1.7 Extended Moral Foundations Dictionary. Participants were asked for
free-text responses to explain their spread and moral related answers to be analysed using
the extended Moral Foundation Dictionary (eMFD) (F. R. Hopp et al., 2021). This is one
of at least three dictionaries that can be used to identify the presence of moral domains
(e.g. foundations) in language: the original “Moral Foundations Dictionary” (MFD)
(Graham et al., 2009), the “MFD2” (Frimer, Haidt, et al., 2017), as well as the eMFD. The
eMFD was selected due to its much larger pool of words (3,270) and supposed improved
external validity. Notably, the eMFD was developed through crowdsourcing, where
probability scores were created based on domain allocations by 557 annotators (whereas
other dictionaries use discrete scores, based on allocations made by small groups of
students and / or experts).

Responses were first pre-processed by (1) removing punctuation, (2) merging
contractions, (3) spell checked and (4) changed to lower-case. (5) Stop words'? were
removed based on Python’s Natural Language Toolkit. (6) Stem words were condensed
before any (7) numbers and (8) domain specific phrases were removed. The text was then

compared against the eMFD using the eMFDscore Python package to produce individual

12 Stop words are commonly used words that lack relevance in natural language processing (e.g. ‘a’, ‘the’,
‘is’) and are removed so that scores can be calculated in proportion to the remaining words.



194
scores for each domain. As words in the eMFD may cross domains, scores were allocated
only to the domain with the highest weighting (e.g. where a word scores highest on
“fairness”, but has low probability of inclusion in other domains, the score is allocated to
“fairness” only) as advised by Hopp et al. (2021). Probability scores for each moral
domain (e.g. the sum of the probability scores associated with each word divided by the
response word count) were then added into the main dataset.

The eMFD has previously been used to identify moral cues in text that predict
sharing behaviour online (F. R. Hopp et al., 2021) and therefore is relevant for the present
study. Notably, Hopp et al. (2021) have previously advised against this approach for
smaller passages of text (such as tweets) which are less likely to use moral language.
However, as participants were asked a question that specifically related to morality, this

should not be a concern.

7.2.2.2 Procedure

Recruitment took place on Prolific and the study was hosted on Qualtrics.
Participants were first presented with the invitation letter and consent form, and then asked
to confirm their device®® and the football team they support!4. Demographic information
was collected (including political orientation), as well as strength of identity with
aforementioned team. Participants then completed both parts of the MFQ-30 and additional
Liberty questions. They were then randomly assigned to one of four conditions, where they
were presented with a positive or negatively framed post about their team, and either
contained a fact-check tag or did not. The same image was presented to participants
throughout the study.

Participants rated their likelihood of contributing to the image’s spread using the

social media spread scale (study three) and asked to explain their response in a free-text

13 participants were required to access the study using a computer due to the free-text task.
14 To ensure that current fans were recruited, participants had to select which of the English Premier League
teams they supported. This had to align with their participant information provided to Prolific.
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box. Next, they were asked to rate how morally acceptable it would be for them to share
the image on social media and again asked to explain their response in a free-text box.
Moral acceptability was measured on an 11-point scale, where a score of ‘0’ indicated that
it was not at all morally acceptable whereas ‘10 would be completely morally acceptable.

Participants were then thanked and debriefed.

7.2.2.3 Participants

262 participants (141 males) aged 18-77 (M = 40.06, SD = 13.65) were recruited
through Prolific to take part in the study. Ethical approval was obtained from the
University’s Psychology Ethics Committee (ETH2122-2442). To ensure enough power for
the moderated mediation analyses (H4), sample size planning was first conducted using
MedPower (Kenny, 2017). A minimum effect size of £ = .2 is thought to be the smallest
that would be practically significant in social science research (Ferguson, 2009). To detect
S = .2 at 80% power, 250 participants would be required.

However, this tool is designed for mediation analysis planning specifically.
Therefore, to accommodate the inclusion of moderator variables, this proposed sample size
was confirmed using G*Power by planning for a linear multiple regression. To reach a
minimum of r? =.04 with five predictors, 191 participants would be needed for 80% power,
suggesting a sample of 250 would be acceptable for a moderated mediation analysis. For
H1-H3, to detect #p> = .04, 191 participants would also be needed to achieve 80% power.
Allowing for data screening exclusions, the target sample size was 280 participants.

For this study, participants were required to have an active social media account
(e.g. Facebook, Instagram, etc) and must not have taken part in the pilot or studies one-
three. Participants had to identify as a supporter of one of five Premier League teams
located across England (Table 3) which had the highest pool of participants available on

Prolific. They also had to be located within the United Kingdom and speak fluent English.
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Gender and political orientation were balanced where possible during recruitment using
Prolific’s pre-screening tools.

A total of 15 participants attempted to use an incompatible device (either identified
by Qualtrics or self-report), 22 participants chose a different team to their Prolific account,
and one participant did not consent. These participants were automatically prevented from
proceeding with the study. Qualtrics’s proprietary software flagged 10 participants as
potentially fraudulent and therefore their responses were removed. Another four dropped
out of the study before answering dependent variable questions, and so were also removed.

Two participants assigned exclusively high scores (e.g. 7 and above) for the
“spread” responses and so these participants were deemed to be inauthentic (e.g. reported
high likelihood of both spread contributing and reducing actions) and so were removed?®®.
Five participants failed the MFQ catch questions and therefore their MFQ scores were

removed. Participant demographics for the final sample are shown in Table 7.2.

15 The removal of these participants did not affect planned tests in relation to reaching significance. A
corresponding full set of results including these excluded participants are included in Appendix X.



Table 7.2

Participant Demographics for Study Four

All Arsenal F.C. Chelsea F.C. Liverpool F.C. Manchester United  Tottenham
F.C. Hotspur F.C.
N % N % N % N % N % N %
Total 262 100 51 19.50 47 17.90 55 21.00 56 21.40 53  20.20
Age 40.06 (13.65) 37.33 (12.64) 37.38 (13.36) 42.35 (12.96) 4145 (15.17)  41.23 (13.54)
Gender
Female 120 45.80 27 52.90 22 46.80 27 49.10 24 42.90 20 37.70
Male 141 53.80 24 47.10 25 53.20 28 50.90 32 57.10 32 60.40
Non-binary 1 0.40 0 0.00 0 0.00 0 0.00 0 0.00 1 1.90
Education completed
Less than GCSE’s 2 0.80 1 2.00 1 2.10 0 0.00 0 0.00 0 0.00
GCSE’s 33 12.60 4 7.80 6 12.80 9 16.40 7 12.50 7 13.20
A-Level’s 64 24.40 15 29.40 10 21.30 13 23.60 17 30.40 9 17.00
Bachelor’s Degree 126 48.10 26 51.00 23 48.90 19 34.50 26 46.40 32 60.40
Master’s Degree 30 11.50 3 5.90 6 12.80 11 20.00 6 10.70 4 7.50
Doctoral Degree 6 2.30 2 3.90 1 2.10 2 3.60 0 0.00 1 1.90
Other 1 0.40 0 0.00 0 0.00 1 1.80 0 0.00 0 0.00

197
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7.2.2.4 Data Analysis

Data analysis for planned tests was pre-registered through AsPredicted.org
(#96907, Appendix Y). The planned tests in the present study used 2x2 factorial analysis
of covariance (ANCOVA) to test H1-H3. “Valence” (“positive” vs “negative”) and “fact-
check tag” (“tag” vs “no tag”) were used as between-group factors, with age and gender
entered as controls. The first ANCOVA had a DV of likelihood of contributing to the
“spread” of disinformation (H1 & H2), while the second had a DV of “moral acceptability”
(H3). H4 was tested using a moderated mediation analysis. “Moral acceptability” was
included as the mediator (M) between “valence” (X) and “spread” (Y). “Fact-check tag”
was included as the moderator (W). All noted tests used o levels of .05 unless otherwise
specified. This was followed by exploratory analysis, utilising MANCOVA, mediation and
conditional processes analyses.

7.3. Results

Descriptive statistics are included in Table 7.3. There was some skewness and
kurtosis in the strength of identity variable. There is also some negative skewness in the
moral acceptability scores in the positive (no tag) condition. It is, however, thought that
any risks associated with skewness and kurtosis are reduced with a large sample
(Tabachnick & Fidell, 2013). Histograms for all variables can be found in Appendix Z.
Table 7.3

Summary of Descriptive Statistics

Range
N M SD « Potential Actual Skewness Kurtosis
Age 262 40.06 13.65 18.00 - 77.00 0.48 -0.47
Strength of Identity 262 599 116 1-7 1.00-7.00 —1.67 3.78
Political Alignment 262 5.62 227 1-11 1.00-11.00 —-0.05 -0.39
Positive (No Tag)
Spread 66 777 139 .74 1-11 4.67-11.00 0.08 -0.51

Moral Acceptability 66 10.21 1.28 1-11 6.00-11.00 -1.72 2.38
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Range
N M SD « Potential Actual Skewness Kurtosis

Negative (No Tag)

Spread 66 552 151 69 1-11 167-9.56 0.24 0.85

Moral Acceptability 66 4.14 3.38 1-11 1.00-11.00 0.80 0.56
Positive (FC Taa)

Spread 66 6.44 191 80 1-11 1.00-10.78 -0.10 0.28

Moral Acceptability 66 591 352 1-11 1.00-11.00 0.06 -1.35
Negative (FC Tag)

Spread 63 474 163 .71 1-11 1.00 - 9.67 -0.17 0.66

Moral Acceptability 63 3.03 249 1-11 1.00-11.00 1.38 1.58
MFQ - 5-Factor (30-
item scale)

Harm 262 464 069 60 1-6 2.17 - 6.00 —0.66 0.55

Fairness 262 456 061 52 1-6 2.33-6.00 -0.34 0.41

Loyalty 262 334 081 68 1-6 1.00 - 5.83 -0.03 0.03

Authority 262 377 081 .70 1-6 1.33-5.83 -0.37 -0.32

Sanctity 262 339 087 .73 1-6 1.00 - 5.83 0.20 —-0.02
MFQ — Liberty items

Economic / 262 398 068 .53 1-6 2.00-5.83 -0.18 0.26

Government

7.3.1. Planned Tests

7.3.1.1 Likelihood of Contributing to “Spread”

To test H1 and H2, a 2x2 between-groups analysis of covariance (ANCOVA) was
carried out. This looked at the impact of message “valence” (i.e. “positive” or “negative”
towards the ingroup) and the inclusion of a “tag” stating the information was false or
misleading (i.e. “no tag” or “fact-check tag”) on the likelihood of spread. Covariates of age
and gender were included as controls. There was homogeneity of variance as assessed by
Levene’s test (p = .16). Visual inspections of histograms suggest the data are normally

distributed (Appendix AA). Inspection of boxplots revealed eight outliers, however,
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removal of these outliers does not change the significance of effects*6. Neither age (F(1,
253) = 1.64, p = .20, % =.01) nor gender (F(1, 253) = 1.27, p = .26, % = .01) were
significant covariates.

The ANCOVA showed a significant main effect of “valence” with a large effect
size (J. Cohen, 1992), F(1, 253) = 94.61, p < .001, n% = .27. Overall, positive posts about
the ingroup were more likely to be spread than negative posts about the ingroup. H1 is
therefore accepted. Furthermore, the main effect of “tag” was significant with a medium
effect size, F(1, 253) = 27.88, p < .001, %= .11. Therefore H2 was also accepted. As
there was no significant interaction effect between “valence” and “tag” (F(1, 253) = 1.57, p
=.21, n’»=.01) this suggests that viewing a fact-check tag reduced intentions to contribute
to spread, but did not reduce ingroup bias (Figure 7.2). Pairwise comparisons confirmed
that the differences between all pairs of conditions were significant (Appendix BB).
Notably, participants were still more willing to amplify the spread of positive
disinformation (6.43 = 0.20, M £ SE) compared to negative disinformation (4.73 £ 0.21)

despite both being marked as false, 1.71 (95% CI, 1.14 to 2.27), p < .001.

18 Upon the removal of outliers the main effects of “valence” (F(1, 245) = 114.30, p < .001, %= .32) and
“tag” (F(1, 245) = 34.99, p < .001, 5%, = .13) on spread were still significant. The interaction effect was again
not significant, F(1, 245) = 0.44, p = .51, np? = .002.



Figure 7.2

Estimated Marginal Means of Spread by Post Valence and Tag Inclusion
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indicates point at which participants with no intentions to interact in any manner (e.g. amplify or

intervene) would fall.

As illustrated in Figure 7.3, greater intentions to spread reflected increased

engagement with “amplifying” actions and were more commonly associated with positive

post conditions. However, it appears that threats (either group or individual-directed) may

influence intentions to engage in spread-reducing actions.
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Figure 7.3

Likelihood of Engaging in Specific Digital Interaction by Valence and Tag Inclusion

11.00 Like B Downvote
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NiSend to One B Contact to Remove
8 Send to Many

5.00

Mean

Positive Positive Negative Negative
(No Tag) (Fact-check Tag) (No Tag) (Fact-check Tag)

Condition

Note. Green bars (1-5) indicate behaviours intended to add to spread. Red bars (6-9) indicate

behaviours intended to reduce spread. Error bars indicate 95% confidence interval.

7.3.1.2 Moral Judgements of Spreading the Post

Next, another 2x2 ANCOVA was run to ascertain if moral judgements are
influenced by inclusion of a fact-check tag (H3). The factors were again “valence” and
“tag”, with covariates of age and gender, but the dependent variable was “moral
acceptability”. Levene’s test was significant (p < .001) and therefore a significance level of
.01 will be applied here. Visual inspections of histograms suggest that the data was not
normally distributed (Appendix CC), however, ANOVAs are thought to be robust to

violations of this assumption (Tabachnick & Fidell, 2013). Box-plots revealed nine
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outliers, but removal again made no difference to the significance of effects!’. Age
significantly contributed to the model (F(1, 254) = 13.10, p < .001, #% = .05), but
removing this covariate did not impact results (Appendix DD).

Main effects suggested that fact-check “tags” led content to be judged as less
acceptable to spread further, F(1, 254) = 61.95, p < .001, 5% = .20. H3 is therefore
accepted. Furthermore, the main effect of “valence” was also significant (F(1, 254) =
167.93, p < .001, 5% = .40), suggesting greater acceptance of spreading content that
supports the ingroup. The interaction effect between “valence” and “tag” was also
significant, F(1, 254) = 21.42, p < .001, #% = .08. As the data was not normally
distributed, non-parametric tests were used to support these findings. Mann-Whitney U
tests confirmed that an ingroup bias occurred whether fact-check “tags” were included (U
=1091.50, z=-4.72, p <.001) or not (U = 366.00, z=—8.50, p <.001). Yet, while a fact-
check “tag” does begin to reduce this bias, people were notably more accepting of
spreading disinformation (e.g. includes “tag”) that is positive about the ingroup than spread

negative misinformation (e.g. no “tag”), U = 1525, z=-3.01, p = .003 (Figure 7.4).

17 Upon the removal of outliers the main effects of “valence” (F(1, 245) = 198.62, p < .001, 5%, = .45) and
“tag” (F(1, 245) = 79.59, p < .001, 5%, = .25) on moral judgements were still significant. The interaction
effect was also still significant, F(1, 245) = 23.62, p < .001, np? = .09.
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Figure 7.4

Estimated Marginal Means of Moral Judgements by Valence and Tag Inclusion
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7.3.1.3 Conditional Effects on Moral Judgements and Intentions to Spread

A moderated mediation (PROCESS model 8) was carried out to better understand
how post valence and fact-check tags influence spread through adjustments in moral
judgements (H4). This model tests for moderated mediation, which is a form of conditional
process analysis where the sizes of the indirect and / or direct effects are dependent on the
level of the moderator (W) (A. F. Hayes, 2017). Inclusion of a fact-check tag moderated
the paths between content valence and moral judgements (e.g. X—M), and valence and
spread (e.g. X—Y). Assumptions for regression were checked, with no violations observed
(Appendix EE). As the regressions showed age was a significant predictor of moral

judgements it was included in the model as a control. Bootstrapping was set to 5,000 and
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heteroscedasticity-consistent inference was set to HC4. Effects are unstandardised unless
stated otherwise.

Valence (X) had a weaker effect on moral judgments (M) when a fact-check was
present compared to having no fact-check (W), B =—-3.06, Bse = .69, t(254) = —4.47, p <
.001. Higher moral acceptability was then associated with increased likelihood of
spreading content (Y), B = 0.28, Bse = .03, t(253) = 8.84, p < .001. The index of moderated
mediation was significant = —0.86 (95% CI =—1.30, —0.47). This suggests that the fact-
check tags (W) did influence the strength of effects. Specifically, the conditional indirect
effect (ab) through moral judgement was strongest when there was no fact-check (B =
1.68, Bse = 0.23, 95% CI = 1.25, 2.17), which led to a non-significant direct effect (¢’) (B
= 0.55, Bse = .28, t(253) = 1.96, p < .05). Therefore, differences in the spread of positive
and negative misinformation may be explained by moral judgements of said spread (Figure
7.5).

Figure 7.5
Conditional Indirect Effects of Content Valence and Intentions to Spread via Moral

Judgement, With and Without a Fact-Check Tag

Moral
Acceptability
(M)

Fact-Check
Tag Inclusion

W)

Content Spread

Valence Y » Contribution

9 ¢’ (no tag) = 0.54 ¥

¢’ (tag) = 0.90** R2=0.49

Note. Unstandardised values shown. Controlled for age.
*p <.05.** p <.01. ***p < .001.




However, when a fact-check was present, moral judgements only partially

explained the relationship between valence and spread (B = 0.83, Bse = 0.18, 95% CI =
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0.49, 1.19) as the direct effect (c’) remained significant at this level (B = 0.90, Bse = .28,

t(253) = 3.22, p = .002). There was no evidence to suggest this conditional effect was due

to an interaction (“tag” x “valence”) in the ¢’ path (B = 0.35, Bse = .37, t(253) = 0.95, p =

.34). “Tag” was, however, a direct predictor of spread in the ¢’ path (B =—0.49, Bse = .25,

t(253) =-1.97, p < .05), with a slightly lower likelihood of spread for fact-checked content

after accounting for indirect effects (Appendix FF). Therefore, ingroup biases in spread

contribution of known disinformation are mostly (but not entirely) explained by moral

judgements (Table 7.4).

Table 7.4

Ordinary Least Squares Regression Coefficients (With Standard Errors) From a First

Stage Moderated Mediation Model Predicting Likelihood of Contributing to Spread

Outcome
M: Moral Y: Contribution to
Judgement Spread
Constant 5.82*** (0.64) 4.37*%**(0.38)
X: Valence ar - 6.02*** (0.44) ¢’ — 0.55 (0.28)
W: Tag a — —1.15* (0.52) b, > —0.49* (0.25)
XW: Valence x Tag az —»  —3.06*** (0.68) b; —» 0.35 (0.37)
Age —0.04*** (0.01) —0.0002 (0.01)
M: Moral Judgement b1 — 0.28*** (0.03)
R 0.72 0.70
R? 0.52 0.49
Index  95% bootstrap CI?
Moderated mediation -0.86 —-1.30, —0.47

Note. Valence (0 = negative, 1 = positive) and Tag (0 = no tag, 1 = fact-check tag) coded as

dummy variables.

2 Percentile bootstrap Cl based on 5,000 bootstrap samples.
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7.3.2. Exploratory Analysis
7.3.2.1 Strength of Identity and the spread of misinformation
To clarify whether strength of identity (SOI) was related to contributions of spread,
a series of Spearman’s Rho correlations were run. Due to the level of measurement of SOI
(i.e. ordinal) a non-parametric test was used. Stronger SOI was associated with an
increased likelihood of spreading positive misinformation (i.e. no fact-check), rs(64) = .35,

p <.01. No other relationships were significant (Table 7.5).



208

Table 7.5

Spearman’s Correlations of Moral Foundations, Spread and Moral Judgements by Condition

Positive Negative
All Conditions (No tag) (FC Tag) (No tag) (FC Tag)
Variable M SD o Spr MJ Spr MJ Spr MJ Spr MJ Spr MJ

Intentions to Spread (Spr) 707 14 66" 517 437
Moral Judgement (MJ) 707 14 66" 517 43"
Age 40.06 13.65 -12° -.18™ -.08 -15 -.09 -.317 -21 -.30" -.06 -.10
Strength of Identity (SOI) 6.02  1.08 .04 .02 357 15 13 -.13 -23 -.08 -.19 .04
Political Orientation (PO) 5.66  2.26 .03 .05 -.18 -.06 19 27" .08 -.08 -13 .01
MFQ

Care / Harm 466 0.69 .60 -.04 -.10 A1 15 .01 -24 -.07 -.19 -11 .06

Fairness 454  0.60 52 .03 -.02 .04 15 -.04 -.28? -12 -.08 262 .09

Loyalty 334 0.80 .68 .03 -.05 10 .02 262 21 .002 -.30° -13 -.03

Authority 3.78 0.78 .70 .003 -.05 .004 -13 10 .07 -.004 -.27° -.06 -.01

Sanctity 338 0.87 .73 12 .01 262 -.13 .05 .05 -.10 -.302 .18 .16

Liberty (Ec / Gov) 400 0.68 53 132 .02 302 228 .07 -.02 17 -13 -.01 .06
eMFD domain scores

Care / Harm 0.06 0.05 337 327 10 16 A4 31° 17 .26° 32" 15

Fairness 0.13  0.09 -.38™" -.45™ -14 -11 -.43™ -.50™" .08 -.16 -12 -21

Loyalty 0.06 0.05 .09 16" -.05 A1 .18 .20 -.06 .04 .003 .06

Authority 0.04 0.05 .10 .04 .16 .01 21 26" -14 -.35" .03 .05

Sanctity 0.02 0.03 -.04 -.02 -.08 -.06 -.30° -15 17 13 -.09 -.28P

Note. *p <.05. ** p <.01. *** p < .001.
ap-value less than .05 but not within the threshold set out by holms-bonferroni calculation for MFQ score comparisons (Appendix GG)

bp-value less than .05 but not within the threshold set out by holms-bonferroni calculation for eMFD score comparisons
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7.3.2.2 Computational Text Analysis — Changes to Moral Domain

The eMFD was used to analyse participants’ written responses regarding spread
and moral judgements. Moral domain scores (MDP) were computed to estimate the
probability that participants were engaging with a particular moral foundation within each
condition. A two-way MANCOVA was run using the five moral domain scores (Care,
Fairness, Loyalty, Authority, Sanctity) as dependent variables (DV) and between group
factors of “tag” and “valence”. Age and gender were included as control variables. Box’s
test indicated the assumption of homogeneity of covariance matrices was violated (p <
.001). Box’s test is known to be highly sensitive for large samples and therefore the more
robust Pillai’s Trace will be reported (Tabachnick & Fidell, 2013). Three dependent
variables had homogeneity of variance as assessed by Levene’s test, however, “Fairness”
and “Authority” did not. Adjusted alpha scores (p < .025) are therefore applied for these
variables (Tabachnick & Fidell, 2013).

Overall, the effects of “valence” (V = .06, F(5, 230) = 3.14, p <.01) and “tag” (V =
11, F(5, 230) = 5.88, p <.001) were significant (Table 7.6), but the interaction effect
(“valence” x “tag”) was not (V = .01, F(5, 230) = 0.63, p = 0.68). Individual DVs were
analysed using Bonferroni adjusted alpha levels (p <.005). Both “valence” (F(1, 234) =
13.86, p <.001, 7%= .06) and “tag” (F(1, 234) = 26.62, p < .001, #% = .10) were
significant for “Fairness” scores only (Figure 7.6).
Table 7.6

MANCOVA Between-Subjects Effects of Moral Domain Scores by Valence and Tag

Valence Tag Valence x Tag
Care 2.94 4.078 0.49
Fairness 13.86*** 26.62%** 1.08
Loyalty 1.25 0.60 0.84
Authority 2.05 0.37 0.43
Sanctity 0.06 3.48 0.87

Note. ?p-value less than .05 (p = .049) but not within the Bonferroni adjustment (p < .005).

*p < .05, ** p < .01 *** p < .001.
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Figure 7.6

Mean Probability of Engaging with a Specific Moral Domain by Valence and Tag
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Pairwise comparisons suggest that participants who saw a positive post without a
fact-check were less likely to engage with “fairness” (0.08 + 0.01, M = SE) than those saw
a fact-checked, positive post (0.15 + 0.01), and this difference was statistically significant,
0.07 (95% ClI, 0.04 to 0.10), p < .001. Therefore, fact-check tags may help prompt
considerations of “fairness”. Interestingly, participants were also more likely to consider
fairness when evaluating a negative post without a fact-check (0.13 + 0.01) compared to a
positive, untagged post (0.08 + 0.01, M + SE), 0.05 (95% ClI, 0.02 to 0.08), p < .001.
Social media users may therefore be less likely to consider fairness when evaluating
misinformation that neither threatens the individual or the group.
7.3.2.3 Fairness as a predictor of spread

Next, a mediation analysis was run to explore the role of fairness considerations in

contributions to spread. PROCESS model 4 was used, where moral judgements (M)
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mediated the relationship between fairness domain scores (X) and likelihood of spread (Y).
Assumptions for a regression were met, with age and gender included as control variables.
As illustrated in Figure 7.7, those who had an increased probability of having considered
fairness'® also judged the content as less acceptable to spread (B =—19.01, Bse = 2.11,
t(234) =-9.01, p <.001). As before, moral acceptability was positively related to higher
contributions to spread (B = 0.33, Bse = 0.03, t(233) = 12.31, p < .001). Based on 5000
bootstrapped samples, this indirect effect (ab = —6.26, Bse = 0.86) was significantly
different from zero (95% CI =[-10.10, —4.95]) and mediated the relationship between
fairness and spread (¢’ =—1.27, Bse = 1.20, t(233) = —1.05, p = .29). If (as demonstrated
above) engagement in fairness considerations are content specific, then this may help
explain the differences in moral judgements.
Figure 7.7
Standardised Coefficients for the Relationship Between “Fairness” MDP and Contribution

to Spread Mediated by Moral Judgements

: R? =0.23

Moral
Acceptability
(M)
Likelihood of Spread
Fairness-based p. i
Contribution
Judgement ,
I (¢’ = -.06) 84

(c=-.35%*%) R2 = 0.48

Note. Standardised values shown. Controlled for age and gender.

*p < .05, ** p < .01 *** p < .001.

18 The fairness probability score was based on likelihood of engaging with fairness-based judgements rather
than across a vice-virtue continuum. Therefore, negative framing (e.g. ‘unfair’) would still contribute to a
higher score.
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7.3.2.4 Ideology and Moral Judgements of Disinformation
A series of Spearman’s Rho correlations were run to compare political orientation
(PO, where an increase in values signifies the shift from left to right) with the moral
judgements scores for each condition. These found that PO only significantly correlated
with moral judgements of spreading positive misinformation when a fact-check tag was
included, r(64) = .27, p < .05.
7.3.2.4.1 1deological Moral Differences and the Moral Domain. To better
understand the relationship between political orientation (X), moral judgements (Y) and
evaluations made within the ‘fairness’ domain (M), PROCESS Model 12 was run (Figure
7.8). Assumptions for regression were again checked, with no violations observed. As the
regressions found age and gender were significant predictors of moral judgements they
were included in the model as a control. Model 12 is a moderated moderated mediation
model, within which conditional effects produced by two moderators can be tested.
Specifically, whether the impact of one moderator (e.g. W) on the strength of one
relationship (e.g. X—M) is dependent on another moderator (e.g. Z). By entering fact-
check tag as a first moderator (W) and valence as the second (Z), it is possible to detect any

ideological effects within each context (e.g. defined by levels of W and Z).
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Conditional Indirect Effect of Political Orientation on Moral Judgements via Fairness

Evaluations

Political
Orientation

X)

Likelihood of
Fairness-
based
Judgement
(M)

W)

Fact-Check
Tag Inclusion

Valence

(2)

A

¢’ (no tag - negative) = 0.03 (0.20)

¢’ (no tag - positive) = 0.02 (0.07)

c' (tag - negative) = 0.09 (0.22)
c' (tag - positive) = 0.33* (0.15)

» Acceptability

Moral

(Y)

Note. PO — value increase reflects shift from political left to right. Controlled for age and gender.

*p < .05. ** p < .01. *** p < .001.

The index of moderated moderated mediation did not cross zero (B = 0.19, Bse =

0.09 (95% CI = 0.01, 0.37)), suggesting that any indirect differences in effect size between

misinformation and disinformation were dependent on valence (Table 7.7). The indices of

conditional moderated mediation indicated that only labelling positive content with a fact-

check “tag” produced a moderation effect (compared to no tag), B = 0.15, Bse = 0.06 (95%

Cl =0.04, 0.29).
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Table 7.7
Ordinary Least Squares Regression Coefficients (With Standard Errors) From a First

Stage Moderated Moderated Mediation Model Predicting Moral Judgements

Outcome
M: Fairness Y: Moral
Judgement
Constant 0.14*** (0.03) 7.12*%**(1.12)
X: Political Orientation a — —0.004 (0.004) ¢’ - 0.03 (0.20)
W: Tag a — 0.02 (0.06) b, — -1.19 (1.79)
Z: Valence a — —0.09* (0.03) b — 5.50*** (1.19)
XW: PO x Tag - 0.01 (0.01) by — 0.06 (0.29)
XZ: PO x Valence a — 0.01 (0.01) bs — —0.01 (0.21)
WZ: Tag x Valence as — 0.15* (0.07) be — —4.37* (1.96)
XWZ: PO x Tag x Valence a; —» —-0.02* (0.01) by - 0.26 (0.33)
Age 0.00 (0.00) —0.05*** (0.01)
Gender 0.01 (0.01) 0.43 (0.36)
M: Fairness b1 — —8.39%** (2.13)
R 0.44 0.75
R? 0.19 0.56
Index 95% bootstrap CI?
Moderated moderated 0.19 0.01, 0.37
mediation
Conditional moderated
mediation
by Tag (W) where Negative (Z -0.04 -0.17,0.13
=0)
Positive (Z = 0.15 0.04, 0.29
1)

Note. Gender coded as a dummy variable (M =0, F = 1).

2 Percentile bootstrap Cl based on 5,000 bootstrap samples.

Notably, political orientation did not appear to affect the likelihood of engaging
with the fairness domain when evaluating positive misinformation = —0.02, Bse = 0.03,
95% CI =-0.08, 0.02. However, when participants were aware the content was
disinformation (i.e. when a “tag” was included), political orientation influenced the

likelihood of making fairness-based evaluations = 0.12, Bse = 0.05, 95% CI = 0.03, 0.24.
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This helped explain political asymmetry in moral judgements within this condition. As

illustrated in Figure 7.9, left-leaning individuals may be as likely to engage with the

fairness domain when presented with disinformation that supported their ingroup than

when it undermined their ingroup. However, levels of fairness-based evaluations of

positive disinformation more closely resembled evaluations of positive misinformation (i.e.

“no tag”) in right-leaning participants.

Figure 7.9

Conditional Effects of Valence and Tag on Engagement with Fairness Domain
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7.3.2.5 Moral Foundations Questionnaire
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Spearman’s Rho correlations were carried out to determine whether MFQ scores

were related to disinformation susceptibility (see Table 7.5, p.208). After applying Holms-

Bonferroni adjustments, any significant direct relationships with either spread or moral
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judgements were rejected!®. Alternatively, MFT also supposes that high scores in a
foundation corresponds with engagement with said “module”, in this instance
corresponding language use. However, a series of Spearman’s Rho correlations suggest
there is no relationship between a foundation’s MFQ score and corresponding MDP scores
overall (Table 7.8).
Table 7.8

Spearman’s Correlations Between Moral Foundation (MFQ) and Domain (MDP) Scores

Positive Negative
All Conditions No Tag FC Tag No Tag FC Tag
n 237 61 58 61 57
Care / Harm .04 A2 .02 -.04 .08
Fairness .01 -.19 .36** .07 -.08
Loyalty -.02 .02 -.01 -.32* .02
Authority -.002 -.18 -.08 -.001 -.003
Sanctity .02 -12 -.02 -.01 -.04

Note. Each line represents correlations between respective MFQ and MDP scores.

Holms-Bonferroni adjustments were again applied by moral domain (Appendix GG).

However, within the positive, fact-checked condition, those with high fairness
MFQ scores appeared more likely to use “fairness” related words, r = .36, p = .005.
Furthermore, although high scorers on MFQ ingroup loyalty were less likely to utilise
“loyalty” related words in the negative, no-tag condition (r = -.32, p = .01), correlations
between fairness MDP and all MFQ scores (Table 7.9) suggests that they instead utilised
“fairness” related words (r = .34, p = .007). Rather than triggering loyalty-focused
decisions (as MFT suggests), negative misinformation appeared to prompt high loyalty

valuers to make fairness-based evaluations.

191t should be noted, however, that when looking at each condition individually the calculations may be
underpowered
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Table 7.9

Spearman’s Correlations Between Moral Foundation (MFQ) and Fairness (MDP) Scores

Positive Negative
All Conditions No Tag FC Tag No Tag FC Tag
n 237 61 58 61 57
Care / Harm .001 -11 23 .08 -.26°
Fairness .01 -.19 36** .07 -.08
Loyalty .08 .03 -12 34** -.02
Authority .03 .02 -.04 A5 .02
Sanctity -.04 -.004 -.13 13 .06

ap-value less than .05 but not within the threshold set out by holms-bonferroni calculations for

within-domain comparisons

7.4. Discussion

The present study sought to demonstrate that the spread and moral judgements of
identity-relevant misinformation and disinformation are influenced by valence and the
labelling of content as false. The key aims were to better understand the moral processes
underlying these judgements and help explain the political asymmetries observed in the
previous chapters. The findings indicate that users are more likely to spread inaccurate
content that positively frames their ingroup compared to negatively frames (H1). They also
judged negatively framed content to be less morally acceptable to spread. Tagging content
as false reduced both intentions to amplify spread and the moral acceptability of spreading
(H2 & H3). Levels of moral acceptability explained the relationship between valence and
spread of misinformation (e.g. no “tag”), where positive misinformation was judged as
more acceptable to spread and, in turn, was more likely to be spread. However, when a
fact-check was included, the effect of valence on moral judgements was not as strong, with
moral acceptability explaining part of the relationship between valence of disinformation
and spread (H4). Exploratory analysis identified further differences in engagement with
fairness-related values that may help explain these responses.

The present study demonstrates that digital interactions may allow users to
acknowledge (e.g. liking) or associate (e.g. sharing) themselves with content containing

expressions of ingroup support (including disinformation and misinformation). People
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appeared more willing to amplify the spread of positively framed, identity-relevant content
than negatively framed, even when the former was labelled as untrue. This expands on
previous research demonstrating ingroup biases in the sharing of misinformation
(Osmundsen et al., 2021; Pereira et al., 2023) in that the present findings suggest positive
misinformation about the ingroup (e.g. without “tag’”) may not always present the relevant
cues needed to make potential identity threats salient. Firstly, participants who viewed
positive misinformation were most willing to amplify its spread and gave the most
favourable moral judgements. Secondly, those who identified as stronger supporters of
their team were most likely to spread positive misinformation. This aligns with the premise
of social identity theory, as situations that do not threaten identity may lead high group
identifiers to feel safe to engage in identity-expression (Ellemers et al., 2002). These
digital interactions may therefore allow people to express the positive distinctiveness of
their ingroup when there is no identifiable risk in doing so. Assuming that spreading
positive misinformation is not perceived as a threat to the individual, these findings may
also indicate that related norms may be focused more on “not spreading inaccurate
information” than “not spreading unverified information”. As such, spreading positive
misinformation may not be perceived to be a norm violation as, in their opinion, the
content may be true.

The way participants within the other conditions made their judgements were also
in line with social identity theory. Indeed, social identity theory suggests people are
motivated to achieve and maintain a positive identity (Tajfel & Turner, 2004) and, as such,
they are motivated to defend themselves against identity-threats (Ellemers et al., 2002).
Here, participants not only judged content that could undermine the value of their ingroup
as less morally acceptable to spread, they also were more likely to make proactive attempts
to reduce its spread. This supports previous work finding users are more likely to denounce
fake news using comments when the information threatens the ingroup (E. L. Cohen et al.,

2020). By not holding identity-benefitting disinformation to the same standards, social
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media users may be better able to maintain a positive identity by engaging in moral
hypocrisy (see Valdesolo & Desteno, 2007). While it was found here that the relationship
between valence and the spread of misinformation (no fact-check) was fully mediated by
moral judgements, moral judgements of disinformation only partially explained this
relationship. This shift away from reliance on moral judgements to guide behaviour
indicates that when learning identity-beneficial content is inaccurate, other (social) factors
may create moral conflict with personal moral standards. It may be that users feel that
spreading disinformation is wrong generally (as indicated by the effect of “tag” inclusion
on moral acceptability scores), but could be able to find ways of morally disengaging when
the disinformation is otherwise beneficial, potentially allowing them to contribute to its
further spread.

Concerningly, positive disinformation was also viewed as more morally acceptable
to spread than either negative misinformation and disinformation. This indicates that
content which negatively frames the ingroup may be viewed as a greater problem than
false information that may otherwise help the group. This may be because the related
identity-concerns (and ultimately their motivated responses), as well as the source of
identity threat are likely to differ. Indeed, the identity-threat arising from viewing positive
disinformation is ultimately based on potential consequences (e.g. if the user chooses to
spread). As previous work has found, people may manage such reputational concerns
arising from “fake news” by simply refraining from sharing (Altay et al., 2020). However,
any content that negatively frames the ingroup presents a much more immediate threat to
the group value, and as such, could be perceived as more serious.

The present study also sought to better understand the underlying basis of these moral
judgements, where findings regarding the levels of engagement with the “fairness” domain
provided some interesting insight. Notably, the eMFD categorises words such as “fake”
and “lie” as fairness related words and as such engagement with this domain may relate to

considerations of accuracy. Recent work suggests that people may spread misinformation
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because they don’t consider accuracy (Pennycook, Epstein, et al., 2021). Here, participants
were most likely to spread misinformation that supported their ingroup and attracted lower
levels of engagement with “fairness”. However, introducing identity-threats appeared to
increase engagement and, in turn, influence perceived moral acceptability. This supports
Pennycook et al.’s (2021) findings that people do appear to care about accuracy. However,
the findings here indicate that accuracy-related considerations may be more likely to occur
in response to identity-threats.

Moreover, in line with study two’s findings, political asymmetric moral judgements
occurred only when identity-beneficial content was known to be inaccurate. Left-leaning
participants were more likely to evaluate positive disinformation in the context of
“fairness”, and this helped explain differences in moral judgements. It could be argued that
the inclusion of a label stating that the content was false may have been more likely to
present an identity threat to left-leaning participants, but less so for right-leaning
participants. However, given political asymmetry did not occur when participants were
presented with group-threatening disinformation, right-leaning users do appear to care
about disinformation in other contexts. Moreover, as people are motivated to be seen and
see themselves as being moral (Jordan et al., 2011), it may also be that right-leaning
participants were instead prioritising other values over “fairness” when presented with the
positively framed disinformation. Indeed, several participants did highlight the charitable
aspect of the core message. Future studies may wish to explore whether ideological
differences in value-prioritisation or threat perception are more important in explaining the
spread of potentially beneficial disinformation.

Despite previous work suggesting that high scores in binding foundations on the
MFQ may be linked to increased susceptibility to misinformation (e.g. Ansani et al., 2021,
Lunz Trujillo et al., 2021, Trevors & Duffy, 2020), the present study offers no strong
evidence to suggest that is the case. If anything, those who prioritised loyalty (a binding

foundation) appeared to be more sceptical of the negatively framed misinformation based
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on engagement with fairness words. However, a notable distinction here is that
aforementioned studies focused on health or science-based misperceptions whereas the
present research focuses on identity. There was also no strong evidence to suggest, in line
with MFT, that participants made evaluations in distinct domains at all. Rather, judgements
appeared to occur across a spectrum in relation to fairness. However, if value-related
processing is indeed interconnected (Turner-Zwinkels et al., 2021), and moral violations
which may harm the reputation of the ingroup can trigger loyalty-based evaluations
(Leidner & Castano, 2012), then this may explain why those high in loyalty rationalised
the lower acceptability of spreading negative misinformation in the context of fairness.

One limitation of this study is that the MFQ scores had generally low reliability,
suggesting a lack of consistency in responses across participants. As this may lead to
biased estimates, MFQ based findings should be interpreted with caution. This is not,
however, uncommon for the MFQ (Graham et al., 2011). The use of the eMFD for short
passages of text is also not strongly advised (F. R. Hopp et al., 2021), but this is to increase
the chances that moral words are used within said text. As participants were specifically
asked about their moral judgements and given the medium strength of effects in relation to
“fairness” scores, moral-related terms were likely to be present. Finally, as participants
were presented with stimuli across a number of tasks, this may have increased the
opportunity to notice any fact-check “tags”. Future studies may wish to find ways to time-
limit participant exposure to content to increase external validity.

Differences in how social media users evaluate content may help to explain their
online behaviour. While interactions with content that benefits the ingroup may be made
based on preferences, the present findings suggest that evaluations of potentially
problematic content may be better explained in the context of threat saliency. Content that
is considered to be beneficial in some way may not itself be considered a threat, but
contextual factors (in this instance a fact-check “tag”) may produce a perceived-threat, but

potentially only for some.
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7.4.1. Conclusion

The present study intended to expand on previous findings within this thesis and
highlight the importance of social identity in determining moral evaluations and intentions
to spread misinformation / disinformation. Fans of five English Premier League teams
were assigned to one of four conditions, where an inaccurate post contained a positive or
negative story about their own team, and either was or was not accompanied by fact-check
information. Both valence and inclusion of a fact-check tag influenced the likelihood that
participants would contribute to the onwards spread of disinformation and how morally
acceptable they felt it would be to spread. The findings indicate that the contextual cues
provided within the content may produce distinct types of identity-directed threats, which
in turn may influence considerations of fairness. As shown here, the exact type of threat
may be dependent on the viewer’s awareness of veracity, as well as being influenced by

differences in relation to political ideology and personal values.
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Chapter 8. Study Five

8.1. Introduction

This chapter tests the effectiveness of moral reframing and accuracy interventions
for reducing intentions to spread identity-beneficial misinformation. In particular, the
application of moral reframing interventions relates to the ideological differences found in
prior studies in this thesis. The present chapter therefore seeks to understand whether these
differences are due to a tendency to associate misinformation with moral values that
liberals may more readily prioritise. Specifically, it investigates whether political
conservatives might be less accepting of spreading misinformation if it were framed as a
violation of other cherished values (e.g. loyalty to ingroup). First, previously researched
accuracy and identity-based interventions will be discussed. This is followed by discussion
of the concept of “accuracy” itself, specifically how it relates to motivated reasoning and
ideological differences in how it may be evaluated. Finally, the use of moral reframing
interventions to encourage attitude and behavioural change regarding other politically
divisive issues (e.g. climate change) will be explored. The effect of moral appeals (e.g.
reframed for binding and individualising values) and accuracy interventions are tested
using ANCOVA. The effects for both Democrat and Republican voters are then explored
separately. Exploratory analysis looks at the relationships between identity strength,
political orientation, and evaluations of spreading misinformation in the context of both
interventions.

8.1.1. Current Misinformation Interventions

8.1.1.1 Accuracy Nudges

It has been suggested that the reason people spread misinformation could be due to
other factors distracting them from thinking about accuracy. To date, several studies have
suggested that drawing attention to the concept of “accuracy” may improve the quality of

content shared on social media (Capraro & Celadin, 2022; Epstein et al., 2021; Pennycook,
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McPhetres, et al., 2020; Pennycook, Epstein, et al., 2021; Pennycook & Rand, 2022;
Roozenbeek, Freeman, et al., 2021). However, the findings present a somewhat mixed
picture. For instance, in Pennycook et al. (2020), participants who were asked to rate the
perceived accuracy of an unrelated headline prior to being asked to make “sharing”
judgements were slightly more likely to “share” true COVID-19 headlines. However, the
accuracy nudge did not reduce intentions to share misinformation, yet Pennycook et al.
(2020) argued that in increasing the potential availability of accurate information the nudge
may help improve the overall quality of content circulating on social media. Even so, the
effect sizes observed in the study fall below definitions of “small” (e.g. d = 0.14) despite a
relatively large sample (over 850 participants) and medium-sized differences between the
perceived accuracy of both “true” and “false” headlines (as measured in their initial study).
Indeed, there was a large-sized relationship between perceived accuracy and strength of the
treatment effect, suggesting participants who viewed the accuracy nudge may have simply
been more likely to spread content that appeared more plausible.

This strong relationship between perceived accuracy and treatment effect was
found in another set of studies which focused on political headlines (Pennycook et al.,
2021). Yet the actual effect of the intervention differed here, as the accuracy nudge
appeared to reduce intentions to spread false headlines across three studies. This was also
the case in a replication of Pennycook et al.'s (2020) COVID-19 headline study
(Roozenbeek, Freeman, et al., 2021). Roozenbeek et al. (2021) suggested this may be
because of the time that had passed, and the likelihood that participants were perhaps more
aware of COVID-19 misinformation when their data collection occurred. Given the
relationship between perceived plausibility and accuracy judgements (e.g. Pennycook &
Rand, 2019) it could argued that such nudges promote spread-related decisions based on
perceived plausibility rather than accuracy specifically. While users could then still be less
likely to spread content they perceive as being inaccurate, that is not necessarily the same

as them spreading less “misinformation” generally.
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Furthermore, many of the aforementioned accuracy nudge studies focused
exclusively on the concept of “sharing” and therefore it is not clear whether the nudge
would influence other types of interactions. However, in a similar study, Capraro &
Celadin (2022) found accuracy prompts did not influence liking. Given that expression on
social media platforms may occur in a variety of ways (e.g. liking, commenting, etc) which
may algorithmically contribute to the onward spread of misinformation, there is therefore
value in understanding the effects of interventions beyond one single aspect of spread.

Finally, there is evidence to suggest the efficacy of accuracy interventions may be
influenced by political orientation. Notably, in a replication (Roozenbeek, Freeman, et al.,
2021) and a subsequent meta-analysis of accuracy nudge studies (Rathje et al., 2022)
accuracy nudges were found to only be effective for Democrat supporters. However, in
their own meta-analysis Pennycook & Rand (2022) suggest that this political asymmetry
may only occur in MTurk samples (e.g. non-representative), and that political orientation
does not otherwise moderate the treatment effect?°. It may therefore be the case that

accuracy interventions can be effective, but only for some of the population.

8.1.1.2 Identity-Related Interventions

An alternative intervention approach has been to define norms about the spread of
misinformation. For instance, some studies have found that specifying desired behaviour
may help to reduce misinformation spread (Andi & Akesson, 2020; Gimpel et al., 2021),
although others have found conflicting results (Epstein et al., 2021). For instance, Gimpel
et al. (2021) found that simply providing information regarding the number of people who
had reported a post (e.g. a descriptive norm) had no influence on whether participants
would report it themselves. However, when participants were presented with an injunctive

norm about reporting (e.g. expressed reporting as a desirable behaviour) there was a small

20 Notably, Roozenbeek et al.’s (2021) replication study recruited a national quota sample of participants
through another platform (e.g. not MTurk) and still found political asymmetry.
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increase in intentions to report. Furthermore, when both descriptive and injunctive norms
were included this further increased intentions to report misinformation. Outlining
behavioural expectations may therefore help reduce the spread of misinformation,
including in ways other than reducing intentions to share.

Yet other studies have found descriptive norms to be potentially effective at
reducing misinformation spread when framed in relation to the ingroup. For instance, a
recent study found that including a “misleading count” (presented alongside other post
information such as number of “likes”) crowdsourced from fellow ingroup members
helped to reduce intentions to spread, and were also more effective than accuracy nudges
in doing this (Pretus et al., 2022). Seeing that other users within a personal network chose
not to interact with misinformation may also influence sharing behaviour (C. M. Jones et
al., 2021). The impact of seeing how others (particularly ingroup members) behave in
relation to misinformation may therefore be valuable for influencing spread intentions.
8.1.2. Perceptions of “Accuracy” — Motivations and Political Orientation

Research suggests that people do care about sharing information that is accurate
(Pennycook, Epstein, et al., 2021). However, what people believe to be accurate (e.g.
“perceived truth”) is not necessarily factually true. From a motivated reasoning
perspective, such accuracy perceptions may be goal related (Kunda, 1990). When
participants are asked to judge the accuracy of information in a study (as in Pennycook et
al. (2021)) then, assuming their goal is to perform well in the task, they should be
motivated to identify information based on whether it is factually true or not. Arguably,
this specific scenario may not reflect users’ experiences, goals, and motivations within
social media platforms. Instead, as motivated reasoning perspectives would suggest, people
may perceive false information as being “accurate” if it helps them achieve, for instance, a
social goal. This suggests that incorrect information (from a factual standpoint) could be

perceived as accurate in circumstances which may benefit the viewer in other ways.
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It is therefore important to consider what motivates people to share accurate
information outside of research participation. For instance, accuracy is an important
consideration in regards to honesty. Indeed, the intentional sharing of inaccurate
information may be considered as “dishonest” (e.g. a violation of honesty). Moreover,
people are motivated to act in a way which is seen as “moral” by themselves and others
and as such can influence reasoning processes. As such, people tend to assign more value
and put more effort into being seen as a moral person than a competent one (Ellemers,
2017). While being perceived as incompetent may lead to negative emotions directed
towards others (e.g. anger), being perceived as immoral may produce self-directed
negative emotions (e.g. guilt, shame) that may be relatively more challenging to cope with
(R. van der Lee et al., 2016). Therefore, the need to act “morally” may at times be more
important for motivating users to refrain from interacting with misinformation than any
need to be seen as “correct”. However, while “honesty” may be a universal moral concept
(Mann et al., 2016), leniency towards dishonesty may be influenced by social networks
(Mann et al., 2014). Therefore, whether or not a person perceives even the sharing of
disinformation to be “dishonest” may be situational.

While in many situations sharing accurate information will be the most morally
acceptable option, there will also be times when doing so may conflict with other moral
concerns, for instance, when telling the truth could cause harm to a target (a notable
motivation for telling “white” or prosocial lies). This can be where individual differences
appear. As discussed in the previous chapter, there is some evidence to suggest differences
in how political conservatives and liberals prioritise moral values or “foundations”
(Graham et al., 2009). For instance, liberals are thought to to prioritise individualising
values (e.g. fairness and harm) over binding values (e.g. loyalty to ingroup, sanctity and
authority). If that is the case, then, for liberals at least, spreading misinformation may not
only block achievement of any fact-based accuracy goals, it may also potentially violate

salient values related to upholding “honesty” or “truth”. This prioritisation of



228
individualising values may help explain why accuracy-based interventions appear more
effective for liberals generally in contexts that might require the upholding of “fairness”
(e.g. politics misinformation) or “harm” (e.g. health misinformation). It may therefore be
the case that considering the accuracy of certain content may present a potential violation
of a prioritised value.

Conversely, for political conservatives (for whom individualising and binding
values are relatively equally valued) accuracy goals may at times be more readily
outweighed by other moral concerns. For instance, there may be situations where
upholding “loyalty” is prioritised over “fairness” and could mean the sharing of ingroup-
affirming disinformation is not always viewed as a moral violation. The effectiveness of a
fact-based accuracy intervention may also be diminished. However, rather than simply not
caring about fairness-related concepts, research suggests that allowing conservatives to
think about the importance of honesty from their own perspectives has the potential to help
shift their evaluations about others’ dishonesty (Croco et al., 2021). From this perspective,
it may be more effective for conservatives to evaluate honesty-related violations in the
context of prioritised values such as loyalty, rather than attempting to appeal on the basis
of ‘fairness’ or ‘harm’.

8.1.3. Moral Reframing Interventions

The act of spreading content (including misinformation) may not necessarily be
viewed as an expression of facts (as in the user may not have considered or indeed
intended to claim that the item is objectively true). Indeed, it was observed in study four
that people may still be more willing to knowingly spread untrue information (e.g.
disinformation) when it is potentially beneficial for an ingroup than unverified information
that may be potentially detrimental. Re-framing the “sharing” of content as an endorsement
of knowing it is factually true has, however, been shown to be a more effective

intervention for reducing the spread of misinformation than accuracy nudges (Capraro &
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Celadin, 2022). Their findings indicate that the endorsement intervention worked in a
distinctly different manner to an accuracy nudge, rather than simply amplifying the latter’s
effect. It also demonstrates the potential value in re-framing a user’s perception of the
meaning of certain actions within social media platforms in reducing misinformation
spread. Therefore, it may also be possible to reframe actions such as liking to ensure they
are perceived as an action that can boost the visibility of content (including content that is
potentially problematic).

Furthermore, information that is relevant to a person is often more persuasive. In
light of this, a number of studies tackling often politically-divisive issues have considered
whether reframing interventions to be morally relevant can help to reduce political
asymmetry. Specifically, “moral reframing” can allow messages about an issue to be
tailored in a way which appeals to individuals’ moral values (Feinberg & Willer, 2013,
2015; Hurst & Stern, 2020; Voelkel & Feinberg, 2018; Wolsko et al., 2016). For instance,
climate change is an issue which is more commonly championed by political liberals.
However, reframing the issue in the context of conservative values (e.g. in the context of
potential purity violations) has been shown to help encourage political conservatives to
engage in pro-environmental behaviour (Hurst & Stern, 2020; Wolsko et al., 2016) and
potentially change their climate change beliefs (Feinberg & Willer, 2013). Conversely,
arguments which frame military spending in the context of fairness (e.g. providing jobs
that help reduce income inequality) may be more appealing to politi