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Abstract 

This thesis tackles the need for ultra-low power operation in power-constrained 

cryptographic computations. An example of such an application could be smartcards. One 

of the techniques which has proven to have the potential of rendering ultra-low power 

operation is ‘Adiabatic Logic Technique’. However, the adiabatic circuits has associated 

challenges due to high energy dissipation of the Power-Clock Generator (PCG) and 

complexity of the multi-phase power-clocking scheme. Energy efficiency of the adiabatic 

system is often degraded due to the high energy dissipation of the PCG. In this thesis, n-

step charging strategy using tank capacitors is considered for the power-clock generation 

and several design rules and trade-offs between the circuit complexity and energy 

efficiency of the PCG using n-step charging circuits have been proposed.   

Since pipelining is inherent in adiabatic logic design, careful selection of architecture is 

essential, as otherwise overhead in terms of area and energy due to synchronization buffers 

is induced specifically, in the case of adiabatic designs using 4-phase power-clocking 

scheme. Several architectures for the Montgomery multiplier using adiabatic logic 

technique are implemented and compared. An architecture which constitutes an appropriate 

trade-off between energy efficiency and throughput is proposed along with its 

methodology.  Also, a strategy to reduce the overhead due to synchronization buffers is 

proposed. A modification in the Montgomery multiplication algorithm is proposed. 

Furthermore, a problem due to the application of power-clock gating in cascade stages of 

adiabatic logic is identified. The problem degrades the energy savings that would 

otherwise be obtained by the application of power-clock gating. A solution to this problem 

is proposed.   

Cryptographic implementations also present an obvious target for Power Analysis Attacks 

(PAA). There are several existing secure adiabatic logic designs which are proposed as a 

countermeasure against PAA.  

Shortcomings of the existing logic designs are identified, and two novel secure adiabatic 

logic designs are proposed as the countermeasures against PAA and improvement over the 

existing logic designs.  
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1. Introduction 

1.1 Introduction 

With an exceptional growth of smart cards in worldwide applications including electronic 

commerce and access control, the security and authentication of information have become 

a vitally important area of concern. Consequently, an important area of research in smart 

cards has been the development and implementation of energy efficient and secure 

cryptographic algorithms. Cryptography is the science of writing in secret code and is an 

ancient art predominantly been used by the military and governments for message 

confidentiality. When Julius Caesar sent messages to his generals, he didn't trust his 

messengers. So, in his message, he replaced every A with a D, every B with an E, and so 

on through the alphabets. Only someone who knew the “shift by 3” rule could decipher his 

messages. The art was transformed into a science by Shannon in 1948 [1]. This was 

arguably the beginning of modern cryptography, in which checking the integrity of the 

messages and authenticating the identities of the communicating parties have become as 

essential as ensuring message confidentiality. Cryptography is necessary when 

communicating over any untrusted medium, which includes just about any network, 

particularly the internet. It allows two people usually referred to as Alice and Bob, to 

communicate over an insecure channel in such a way that an adversary, usually referred to 

as Eve, cannot understand what is being communicated. Every day hundreds of thousands 

of people interact electronically, through e-mails, electronic commerce (business 

conducted over the Internet), or mobile phones. This perpetual increase of information 

transmitted electronically has led to an increased reliance on cryptography. 

Within the context of any application-to-application communication, there are some 

specific security requirements, including: 
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 Confidentiality:  The first and intuitive aim of cryptography is to provide the 

confidentiality; anyone trying to intercept an encrypted message must not be able to 

recover the original message, without having access to the ciphering key.  

 Integrity: It is the next important feature which ensures the receiver that the 

received message is the original one and has not been altered in any way by an 

adversary.  

 Authentication:  This ensures the receiver that the message is really coming from 

the intended sender (The process of proving one's identity) who couldn’t be 

mimicked by an adversary.  

 Identification:  This concept is close to the previous one. Here the aim is to directly 

authenticate the sender and not a message (the sender cannot deny having sent the 

message and also the receiver cannot deny having received the message). The 

person is generally authenticated with a secret that he or she possesses. 

These features are provided by cryptographic algorithms. The field of cryptographic 

algorithms can broadly be divided into two types, symmetric and asymmetric, which have 

distinctly different properties. Symmetric or secret-key algorithms require two parties to 

share some secret piece of information (the key) that is then used to encrypt/decrypt 

messages between them. Encryption is the process of transforming message usually 

referred as plain text to the unreadable information referred as ciphertext. The ciphertext 

can only be converted to the plain text by using the key. The existence of a shared piece of 

secret information enables secret-key algorithms to be computationally efficient. Figure 1.1 

depicts the symmetric encryption/decryption system.  

 

Figure 1.1: Symmetric encryption/decryption system 

Asymmetric or public-key algorithms, on the other hand, rely on the presumed existence of 

hard number-theoretic problems that enable two keys to be generated; public (encryption) 

and private (decryption). Figure 1.2 depicts the asymmetric encryption/decryption system, 

where the sender uses the receiver’s public key to encrypt while the receiver uses his own 
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private key to decrypt. Public-keys are stored in the open so that anyone can encrypt a 

message.  

 

Figure 1.2: Asymmetric encryption/decryption system 

However, because of the number-theoretic properties of the algorithms used, only the 

intended recipient who generated the public-private key pair can decode the message 

correctly. Hence, no secret needs to be shared by the communicating parties. 

Unfortunately, the underlying mathematics which enables this asymmetry requires a great 

deal more computation than symmetric-key algorithms. Thus, public-key cryptographic 

algorithms are computationally expensive and have a high energy cost. The two widely 

used public-key cryptographic schemes in smart card applications are the Rivest-Shamir-

Adleman (RSA) [2] and Elliptic Curve Cryptography (ECC) [3]. RSA makes use of very 

large word length operands (e.g. 1024-bits, 2048-bits) to achieve the security required by 

many applications. Because key lengths correspond to the level of security; longer the key 

length is, stronger the security and higher the energy dissipation. ECC, on the other hand, 

uses relatively short operand length (e.g. 163, 224) compared to RSA. However, ECC is 

still considered as a computationally expensive algorithm.  

Modular multiplication operation is common to both RSA and ECC. Because of its speed 

and efficiency when handling large word length operands, the modular multiplication is 

commonly implemented using the Montgomery algorithm [4]. This algorithm uses simple 

shift and add operations, avoiding the use of costly trial division operations otherwise 

required. However, such large operand lengths have associated costs such as computational 

complexity, hardware cost, large area as well as high energy dissipation. The latter makes 

the use of RSA/ECC in devices with limited power (such as smartcards) difficult. Such a 

problem is one of the motivations for this research.  

An approach that has the potential to attain low power operation is the adiabatic circuit 

technique. Adiabatic circuits use a slowing changing power supply/clock called as power-
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clock. A slowly changing power-clock allows approximately constant current charging and 

discharging [5], [6]. The power-clock also makes possible the recycling of charge, 

enabling energy to be recovered, thus reducing the overall energy drawn directly from the 

power supply. Therefore, adiabatic logic makes an attractive implementation method for 

cryptographic algorithms in smart cards. 

Another concern for cryptographic implementations is that they present an obvious target 

for so-called Side Channel Attacks (SCA). These attacks depend on the relationship 

between information emitted (leaked) through the side-channels of the cryptographic 

implementation and the secret data processed. SCA such as Power Analysis Attacks (PAA) 

rely on monitoring of power supply currents/power fluctuations of cryptographic circuits 

during the execution of critical operations such as encryption/decryption; by analyzing 

these fluctuations, sensitive data, such as the secret key used in the encryption algorithm 

can be deduced. Differential Power Analysis (DPA) attack [7] is the widely deployed 

PAA. DPA attacks use statistical methods and digital processing techniques on a large 

number of monitored power signals. Such methods reduce noise and enhance the signals 

making it easier to distinguish between a zero and a one.  

1.2 Motivation for this Thesis 

Adiabatic logic has been proven to have the potential of rendering ultra-low-power 

operation but, has associated challenges arising due to the complexity of multiphase 

power-clocking scheme and high energy dissipation of the power-clock generator.   

In this thesis, the aim is to tackle the need for ultra-low power operation in power-limited 

smartcards. In order to render ultra-low power operation, it is mandatory to jointly 

concentrate on energy efficient power-clock generation and on finding the architecture 

suitable for energy efficient adiabatic implementation for cryptographic algorithms. The 

energy efficiency of the complete adiabatic system is often degraded due to the high 

energy dissipation of the power-clock generator. Thus, one of the thesis objectives is to 

investigate adiabatic logic and its power-clock generation so that energy efficiency 

achievable by the complete adiabatic system and its associated cost can be known.  

Another goal of the thesis is to make the cryptographic implementations secure. This 

includes identifying the shortcomings of the already existing secure adiabatic logic designs 

and developing new secure logic designs as a solution to the shortcomings and 
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countermeasure against PAA.  

1.3 Original Contributions 

The main contributions resulting from this research can be summarized as below:  

1. For the implementation of energy efficient Power-Clock Generators (PCG) using n-

step charging strategy (using tank-capacitors), several design rules and trade-offs 

between the circuit complexity and the energy efficiency of the PCG using n-step 

charging circuit are proposed.  

a. For the PCG using 2-step charging circuit, it was proposed that tank capacitor to 

load capacitor ratio of 10, keeping the width of the transistors minimum can be 

chosen as a convenient ‘rule-of-thumb’ in practical designs. This work is 

described in Chapter 3, is published in the proceedings of PATMOS 2016 [HSR2] 

and will be submitted to [HSR14].  

b. For PCG using 3, 4, 5, 6, 7, and 8-step charging circuits, it was established that 

combined tank capacitor to load capacitor ratio of 10 is appropriate. Also, PCG 

using 4-step charging circuit constitute appropriate trade-offs between circuit 

complexity and energy efficiency. This work is described in Chapter 3 and is 

published in the proceedings of PRIME 2016 [HSR1]. 

c. When the energy dissipation of the Finite State Machine (FSM) controller was 

considered, it was proposed that 4-phase PCG using 3 and 4-step charging circuits 

constitute an appropriate trade-off between circuit complexity and energy 

efficiency. This work is described in Chapter 4 and is submitted to [HSR6]. 

2. Adiabatic implementation of cryptographic systems. 

a. Energy efficient and scalable systolic array architecture for the 8-bit Montgomery 

multiplier is proposed. Also, a strategy to reduce the overhead due to the 

synchronization buffers is proposed. Using the proposed strategy, the average 

energy per computation was reduced by approximately 21% and the throughput 

was improved by 4-power-clock cycles. Most importantly, the number of 

synchronization buffers was reduced by approximately 50%. This work is 

described in Chapter 5 and is submitted to [HSR7] and [HSR10]. 

b. Scalable, area and energy efficient architectures based on iterative scheme for the 

8-bit Montgomery multiplier using single, 2, and 3 adder stages in the datapath 

unit were proposed. These architectures outperformed the proposed systolic array 
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architectures in terms of area and energy efficiency. An optimum number of 

stages in the data path unit was identified. Montgomery multiplication algorithm 

was also modified. Due to the modification, latency was improved by one power-

clock cycle and the area of one bit-slice was saved in the datapath unit. A 

methodology for designing architectures based on iterative scheme using 4-phase 

power-clocking scheme was proposed. This work is described in Chapter 5 and 

will be submitted to [HSR12].  

c. A problem due to the application of power-clock gating in cascade stages of 

adiabatic gates was discovered. This problem degrades the energy savings that 

would otherwise be obtained by the application of power-clock gating. A solution 

to this problem is proposed and an improvement of about 13% and 34% in the 

energy dissipation was obtained in comparison to the Montgomery multiplier 

architecture with power-clock gating (without solution) and Montgomery 

multiplier architecture without power-clock gating. This work is described in 

Chapter 5 and will be submitted to [HSR13]. 

d. It was discovered that, for a large adiabatic core (load), the energy dissipation of 

the Finite State Machine (FSM) controller becomes negligible compared to the 

combined energy dissipation of the step charging circuit and adiabatic core. This 

work is described in Chapter 5 and is a part of [HSR6]. 

3. Two novel Power Analysis Attack (PAA) resilient adiabatic logic designs were 

proposed. 

a. Shortcomings of the existing secure adiabatic logic designs were identified. A 

novel PAA resilient adiabatic logic called Without Charge Sharing Quasi-

Adiabatic Logic, WCS-QuAL was proposed as an improvement over the existing 

secure adiabatic logic designs. The proposed logic outperforms the existing logic 

designs in terms of resilience against PAA, Process corner variations, power 

supply scaling, and energy performance. This work is described in Chapter 6 and is 

published in the proceedings of ECCTD 2017 [HSR3], PATMOS 2017 [HSR4] 

and in Microelectronics journal (Elsevier) [HSR5]. 

b. The condition when the two output nodes of WCS-QuAL remain unbalanced was 

identified. This condition results in variations in the negative current peaks. As a 

solution, another novel PAA resilient adiabatic logic was proposed. The proposed 

logic outperforms the existing logic designs in terms of resilience against PAA, 

power supply scaling, and current variations. This work is described in Chapter 7 
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and is published in Integration, The VLSI Journal (Elsevier) [HSR8], and in the 

Proceedings of PATMOS 2018 [HSR9] and will be submitted to [HSR11]. 

1.4 Author’s Publications 

1) Himadri Singh Raghav, Viv A. Bartlett and Izzet Kale, “Investigation of Stepwise 

Charging Circuits for Power-Clock Generation in Adiabatic Logic”, in Proc. 
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2) Himadri Singh Raghav, Viv A. Bartlett and Izzet Kale, “Energy Efficiency of 2 

Step Power-clocks for Adiabatic Logic”, in 26
th

 Proc. PATMOS, Bremen, 

Germany, 2016, pp. 176-182. [HSR2] 

3) Himadri Singh Raghav, Viv A. Bartlett and Izzet Kale, “Novel Power Analysis 
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rd
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27
th

 Proc. PATMOS, Thessaloniki, Greece, 2017, pp. 1-8. [HSR4]  
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[HSR5] 

6) Himadri Singh Raghav and Izzet Kale “Symmetric Power Analysis Attack 

Resilient Adiabatic Logic for Smartcard Applications” in 28
th

 Proc. PATMOS, 

Costa Brava, Spain, 2018. [HSR9]  

7) Himadri Singh Raghav and Izzet Kale, “A Balanced Power Analysis Attack 

Resilient Adiabatic Logic using Single Charge Sharing Transistor”, Integration, 

The VLSI Journal, Elsevier.  https://doi.org/10.1016/j.vlsi.2018.07.010 [HSR8] 

8) Himadri Singh Raghav and Izzet Kale, “Investigating the Trade-offs in Power-

Clock Generators using Step Charging Circuits for Adiabatic Circuits”, IEEE 

Trans. on Very Large Scale Integration (VLSI) Systems (Express Briefs). [HSR6] 

(Submitted and under revision)  

https://doi.org/10.1016/j.mejo.2018.04.004
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9) Himadri Singh Raghav and Izzet Kale, “Investigating the Architecture Suitable to 

4-phase Adiabatic System Implementation for Energy-Constraint Cryptographic 

Computations”, DATE 2019. [HSR7] (Submitted)   

10) Himadri Singh Raghav and Izzet Kale, “A New Synchronization Buffer 

Reduction Technique for Area and Energy Efficient 4-phase Adiabatic System for 

Smartcard Applications”, ISCAS 2019. [HSR10] (Submitted)  

11) Himadri Singh Raghav and Izzet Kale, “Influence of Charge-sharing and 

Structure Symmetry on the Secure Adiabatic Logic Designs”, Microelectronics 

Journal, Elsevier, (In preparation [HSR11] 

12) Himadri Singh Raghav and Izzet Kale, “Systolic vs Iterative Approach: 

Investigating the impact on 4-phase Adiabatic system and Power-Clock generator”, 

IEEE Trans. on Circuits and Systems-1 (Regular) (In preparation). [HSR12] 

13) Himadri Singh Raghav and Izzet Kale, “A New Power-Clock Gating Approach 

for Energy Efficient 4-phase Adiabatic Implementation for Smartcard 

Applications.”, Microelectronics Journal, Elsevier, (In preparation). [HSR13] 

14) Himadri Singh Raghav and Izzet Kale, “Tank Capacitor to Load Capacitor Ratio: 

Investigating the impact on the Energy Dissipation of the Step Charging Circuit and 

Adiabatic Load”, IEEE Trans. on Very Large Scale Integration (VLSI) Systems 

(Express Briefs) (In preparation). [HSR14]   

1.5 Thesis Structure 

Chapter 2 gives the general background of adiabatic technique, its power-clocking 

schemes, and loss mechanism. Also, a brief history of the adiabatic logic families followed 

by the discussion of the selected adiabatic logic families is presented. The design 

challenges associated with the adiabatic logic are also discussed.  

Chapter 3 introduces the power-clock generation in adiabatic circuits, in particular, step 

charging strategy using tank-capacitor circuits is considered and several currently known 

step charging approaches are reviewed. Factors affecting the energy dissipation of step 

charging circuit are discussed. Several design rules for the implementation of energy 

efficient power-clock generators using step charging strategy are proposed. Also, suitable 

tradeoffs between step charging circuit complexity and energy performance are suggested. 
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Chapter 4 looks at the implementation of FSM controller to generate control signals for 

step-charging circuits. The energy consumption of the FSM controller for single and 4-

phase power-clock generator using n-step charging circuits (where n=2, 3 and 4) is 

considered. Factors affecting the energy consumption of the FSM controller are discussed. 

Design rules and trade-offs between the complexity of FSM controller and the energy 

benefits in the 4-phase PCG using step charging circuit are proposed. 

Chapter 5 introduces Montgomery multiplier and reviews several presently known 

implementations of Montgomery multiplier that applied energy reduction techniques. 

Several architectures for Montgomery multiplier using adiabatic logic are implemented and 

compared. A detailed performance evaluation of all the architectures is performed. An 

efficient strategy to reduce the overhead due to synchronization buffers in adiabatic logic 

implementation is proposed. A design methodology for scalable, area and energy efficient 

iterative approach architecture using 4-phase adiabatic logic is presented. In addition, 

Montgomery multiplication algorithm is modified. Lastly, to shut the periodically running 

units of the Montgomery multiplier architecture, power-clock gating is applied. A problem 

due to the application of power-clock gating in cascade stages of adiabatic gates is 

identified and a solution is proposed.  

Chapter 6 introduces the general background of Power-Analysis Attack (PAA) resilient 

logic designs, followed by the review of currently known secure adiabatic logic designs 

and a summary of their shortcomings. As a solution to the shortcomings, a novel power 

PAA resilient adiabatic logic, WCS-QuAL is proposed. A detailed performance evaluation 

of the proposed and the existing secure adiabatic logic designs are performed. 

Chapter 7 looks into the condition that leads to the variations in negative peak currents in 

the secure adiabatic logic, WCS-QuAL proposed in Chapter 6. As a solution, another novel 

PAA resilient adiabatic logic, proposed logic 2 is proposed. A detailed performance 

evaluation of the proposed logic 2, WCS-QuAL, and the existing secure adiabatic logic 

designs is performed. 

Chapter 8 presents the conclusions drawn from this research and proposes future research 

directions. 
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2. Adiabatic Logic 

This chapter presents the background material on adiabatic logic families. In addition, its 

switching principle, power-clocking schemes, loss mechanisms and a brief history of the 

adiabatic logic families are presented. The chapter ends with an overview of the design 

challenges associated with the adiabatic logic. 

2.1 Introduction 

In recent years, due to the remarkable success and growth of portable devices and use of 

smart cards for electronic commerce and access control, energy has become a critical 

concern and has perhaps superseded speed and area as the overriding implementation 

constraint.  This has led to the increasing demand for a technique which can render ultra-

low power operation. In a conventional static CMOS inverter, in the process of charging a 

load capacitance, CL, a charge of size 
DDLVCQ   is delivered to the load. Therefore, the 

amount of energy supplied by the power supply, VDD is 2. DDLDD VCVQ  . The energy stored 

in the load capacitance CL is only half of the energy supplied by the power supply i.e. 

2

2

1
DDLVC .  While the other half of the energy is dissipated by the pMOS transistor 

irrespective of the resistance of the pMOS transistor and the time taken to complete the 

charging. On the other hand, during the high-to-low transition, when the output 

capacitance starts discharging, all the energy stored in CL is inevitably dissipated in the 

nMOS transistor as no energy can enter the ground rail 00. QQVgnd
. Thus, from 

energy conservation viewpoint, 2

2

1
DDLVC of energy is lost every time when the output node 

is discharged. All the charge enters at voltage VDD and exits at voltage 0. The energy of the 

charge at the time of entry is 2

DDLVC
 
and the energy at the exit is 0. Therefore, energy 
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dissipation in the entry to exit of the charge is 2

DDLVC . All this energy is dissipated in the 

form of heat. 

Since the energy dissipated during the charging and discharging of the load capacitance is 

fixed at twice the energy required to charge the load capacitance, one of the way to reduce 

the energy dissipation in a conventional CMOS logic is to charge the load capacitance 

slowly using a slowly changing ramp like AC power-clock rather than a DC.  

2.2 Adiabatic Switching Principle 

Adiabatic circuits are capable of operating with substantially less energy dissipation than 

conventional CMOS circuits [8]-[18] and have been in existence for more than 20 years. 

The term ‘adiabatic’, is of Greek origin and refers to a system in which a transition occurs 

without energy/heat being either lost to or gained from the system. 

To have less dissipation, all the nodes should share the same principle of charging and 

discharging. These include (i) only turning switches off when no current is flowing through 

them, (ii) only turning switches on when there is no potential difference across them, and 

then using a slowly changing power- supply/clock -the so-called “power-clock” to evaluate 

the function. This can be achieved by using a slowly changing power-clock that allows 

approximately constant current charging/discharging and by avoiding current surges; the 

circuit dissipates less energy [5]. Thus, the adiabatic circuits would operate ideally with 

zero dissipation if the logic switching is slowed down. Decreased energy dissipation with 

increased switching time is, therefore, the defining property of an adiabatic switching.  The 

use of power-clocks also makes possible the recycling of charge, enabling energy used in 

the computation to be recovered. 

        

(a) (b) 

Figure 2.1: (a) Ideal adiabatic charging (b) Conventional charging 
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Adiabatic and conventional switching can be explained using a simple setup of the 

transient response with a ramp for the series RC circuit for adiabatic charging and with a 

constant DC supply for conventional charging as shown in Figure 2.1 (a) and (b) 

respectively.  

Figure 2.1 (a) shows the adiabatic charging process. A voltage ramp (Vramp) changes from 0 

to VDD generates a constant current I. Assuming the initial charge on the load capacitor, CL 

is zero, the charge transfer through a resistance, R over a time, T by means of a voltage 

ramp generates a constant current I which is given as 

T

Q
I   

The total energy dissipation over a time T is therefore; 

RTIVITPTEdiss

2  

T

RQ
RT

T

Q
Ediss

22









  

In the process of charging the CL, up to the voltage level VDD, the quantity of charge 

transferred is Q=CLVDD and the energy dissipated in the charging path will be, 

    2

DDL
L

diss VC
T

RC
E       (2.1) 

Similarly, during discharging, the same amount of energy will be dissipated. Therefore, the 

energy dissipated (Adiabatic Loss) in one cycle will be the total of energy dissipated in 

charging and discharging of the load capacitance:                                       

    22
DDL

L
AL VC

T

RC
E        (2.2) 

Equations 2.1 and 2.2 indicate that it is possible to reduce the energy dissipation by using a 

constant current source instead of a constant voltage source and by increasing the ramping 

time, T (charging and discharging time). The energy dissipation will be smaller than that of 

the conventional CMOS circuit if the ramping time is greater than 2RC. Also, the 

dissipated energy is inversely proportional to the ramping time, inferring that the energy 

dissipation can be made arbitrarily small by increasing the ramping time. From (2.1) it can 

be inferred that energy dissipation can be reduced to ideally zero if T>>>RCL. This can be 
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done at the expense of increased operational time. On the other hand, for the condition 

T<<<RCL, the energy dissipation will approach that of the conventional CMOS circuit. It 

should also be noted that the energy dissipation in the adiabatic circuits depends on the 

resistance of the charging path. 

In the conventional CMOS circuits, (Figure 2.1 (b)) the RC network is connected to a 

constant DC supply. The current, i in the circuit is given by 

dt

dV
Ci C

L  

The voltage across the resistor is given by 

dt

dV
RCiRV C

LR   

From Kirchhoff's voltage law, the DC voltage source, VDD equals the sum of the capacitor 

voltage (Vc) and voltage across the resistor.  

dt

dV
RCVV C

LCDD   

Solving the above equation, to find the voltage across the capacitor: 


















LRC

t

DDC eVV 1  

Therefore, the current is given by 


















LRC

t

DD e
R

V
i 1  

When the load capacitor is charged through a resistance, the energy is lost in the resistor as 

heat and is given by: 

 
2

0

2

2

1
DDLdiss VCRTiE  



    (2.3) 

Whereas, the energy stored on the load capacitor is given by: 
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 









DDDD V

C
C

L

V

Cstored dtV
dt

dV
CdtiVE

00
 

 
2

0 2

1
DDL

V

CCLstored VCdVVCE
DD

     (2.4)  

Thus, the energy dissipated in the conventional charging depends on the load capacitor and 

the supply voltage, whereas, the energy dissipated is proportional to R in adiabatic 

switching. Thus, as the resistance of the charging path decreases, the energy dissipation 

also decreases. 

Fig 2.2 (a) and (b) shows the voltage curves and current peaks for the voltage ramp with 

longer and shorter ramping times respectively. From Fig 2.2(a) it can be seen that for a 

longer ramping time, the voltage Vc is able to follow the ramp voltage, resulting in lesser 

and constant peak current. For a shorter ramping time, on the other hand, the voltage, Vc is 

lagging behind the ramp voltage resulting in a higher current. The current graph in Figure 

2.2 (b) is a typical exponential charging current graph for a conventional RC step response 

whose peak current is 10 times higher than the peak current value of Figure 2.2 (a). The 

same charging technique can also be used to discharge the logic from VDD back to 0. 

 

 (a) 
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(b) 

Figure 2.2: (a) Longer ramping time (b) Shorter (steeper) ramping time 

2.3 Adiabatic Logic 

The term ‘adiabatic logic’ is used to refer logic designs that operate using adiabatic 

switching principle. In the literature, adiabatic logic is referred to under several different 

descriptors including “charge recovery logic” [6], “charge recycling logic” [9], “clock-

powered logic” [13], “energy recovery logic” [12], and “energy recycling logic” [14]. 

These titles can be used interchangeably to refer to adiabatic logic. In recent years, the 

adiabatic logic design has been widely studied and exploited as an ultra-low power design 

technique for portable devices. Various energy recovery logic families have been proposed 

[8]-[27]. These can be divided into two classes, quasi-adiabatic (also known as partial 

energy recovery logic) and fully adiabatic [18]. The term fully adiabatic refers to the logic 

families that can operate theoretically entirely without losses i.e. which can in principle 

recover all the energy supplied. Alternatively, the term quasi-adiabatic describes logic that 

operates on the adiabatic switching principle but involves some theoretical energy losses. 

Such circuits can recover only a proportion of the energy supplied and are likely to be less 

complex and occupy less area than fully adiabatic logic designs. In this thesis, Quasi-

Adiabatic Logic is considered. 
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2.4 Power-Clock Phases 

Depending on the adiabatic logic family, different power-clocking schemes such as single- 

phase, 2-phase, 4-phase, and 8-phase are used to operate adiabatic gates connected in 

cascade. The adiabatic logic families requiring 8-phase power-clocking scheme are too 

complex and have large implementation overheads in terms of a number of transistors 

required and generation of power-clock phases. Consequently, these logic families were 

not considered. Figure 2.3 shows single-phase, 2-phase and 4-phase power-clocking 

scheme.  For single-phase power-clocking scheme, signals CX and CXb are the auxiliary 

clocks, and PC is the power-clock. For 2-phase power-clocking scheme, PC1 and PC2 are 

the two phases of the power-clock. Similarly for 4-phase power-clocking scheme, PC1, 

PC2, PC3 and PC4 are the four phases of the power-clock. The single phase and the 4-

phase power-clocking scheme consists of four equal intervals namely evaluation (E), hold 

(H), recovery (R) and idle (I). 2-phase power-clocking scheme, on the other hand, has its 

evaluation, hold and recovery phase equal whereas, the idle phase thrice the length of the 

evaluation phase due to its non-overlapping power-clock requirement. The outputs are 

evaluated from the stable inputs during the evaluation phase. In the hold phase, outputs are 

kept stable in order to provide the stable inputs to the subsequent gate. Energy is recovered 

during the recovery phase of the power-clock. Power-clock remains zero during the idle 

phase. Tclk,1-phase, Tclk,2-phase and Tclk,4-phase are the durations of one power-clock phase of the 

single-phase, 2-phase and 4-phase power-clocking scheme respectively. 

Adiabatic logic families using 4-phase power-clocking scheme has high throughput and 

low energy per computation in comparison to adiabatic logic families using single, and 2-

phase power-clocking scheme [33]. 

 

Figure 2.3: Comparison of single, 2-phase and 4-phase power-clocking scheme 
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2.5 Loss Mechanism in Adiabatic Logic 

In an ideal adiabatic system, losses are governed by (2.2) and are called as Adiabatic Losse 

(AL). However, due to the shrinking devices into sub-µm regime and existence of Vth drop 

in transistors lead to additional losses. These effects can govern and also exhibit a lower 

bound for energy dissipation. With the shrinking devices, leakage currents can dominate 

the overall dissipation. One of the dominant leakage currents is the so-called sub-threshold 

current. It is expressed as [37]: 
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D

8.12

0
0


 , VT is the thermal voltage equals to 25mV at room temperature, 

Vth, is the threshold voltage of the device equal to 0.5V for nMOS and 0.44 for pMOS, VGS 

and VDS are the gate to source and drain to source voltages. W and L are the effective 

transistor width and length, respectively. Cox is the gate oxide capacitance; 0 is the carrier 

mobility and is the subthreshold swing coefficient (typically around 1.5). The typical 

value of ID0 for TSMC 180nm, having W=220nm, L=180nm and µ0Cox= 171 µA/V
2
 is 0.79 

µA. Similarly, the value of the subthreshold current, ID at zero gate voltage (VGS=0) is 

calculated using 2.5 is around 1.28 pA. 

As long as VDS is zero, no leakage current will flow. The leakage current increases to its 

maximum, only for values of VDS that are multiples of the thermal voltage. In adiabatic 

logic, leakage current flows from the power-clock to ground during evaluation, hold and 

recovery phase. This leads to dissipation of charge that cannot be recovered. All the 

leakage loss can be summarized in a mean current, leak
I , that leads to energy dissipation 

per cycle of: 

    
f

IVE
leakDDleak

1
      (2.6) 

Dissipation due to leakage increases for lower frequencies, as the Leakage Losses (LL), are 

accumulated over a longer time interval. Since in this thesis, all the work has been carried 

out at 180nm CMOS Process, and the frequency of operation of the application is 

13.56MHz, the leakage losses will not contribute to energy dissipation significantly and 

therefore, are not dealt. 
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(a) (b) 

Figure 2.4: NOT/BUF gate using (a) PFAL [23] (b) IECRL [40]. 

Figure 2.4 (a) and (b) show the NOT/BUF gate using Positive Feedback Adiabatic Logic, 

PFAL [21], and Improved Efficient Charge Recovery Logic, IECRL [19] respectively. In 

PFAL and IECRL, during the recovery phase of the Power-Clock (PC), the charge at the 

output node is recovered till the power-clock doesn’t go below the threshold voltage of the 

cross-coupled pMOS transistors leaving a residual charge at one of the output nodes. This 

charge is reused in the next cycle as long as the same inputs are evaluated; otherwise, it is 

discharged to ground. Also, in IECRL, (where the evaluation network is connected 

between the output nodes and the ground) during the evaluation phase, the output cannot 

instantly follow the rising power-clock.  Only when the power-clock has reached the 

threshold voltage of the cross-coupled pMOS transistors, one of the output nodes follows 

the power-clock abruptly, leading to dissipation. All these losses are due to the threshold 

voltage and lead to Non-Adiabatic Loss (NAL) which is expressed as: 

   2

,
2

1
pthNAL CVE      (2.7) 

NAL is independent of the operating frequency. AL and LL, on the other hand, are 

dependent on the frequency of operation. An optimum frequency of operation exists for 

adiabatic logic, where minimum energy dissipation per cycle at a certain frequency is 

observed. 

The three types of losses in the adiabatic circuit are presented in [37]. Adiabatic losses are 

proportional to frequency whereas, leakage losses are inversely proportional to frequency. 

Non-adiabatic losses, on the other hand, are independent of the frequency. The overall 

energy dissipation is obtained by summing the effects of all the three components and is 

given by (2.8). Where, EAL, Eleak and ENAL are mentioned in equations 2.2, 2.6 and 2.7 
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respectively. 

    Ediss =EAL + Eleak+ ENAL   (2.8) 

2.6 A brief history of Adiabatic Logic 

Many different adiabatic logic families have been proposed over the last two decades. In 

early 1985, Seitz and co-workers were the first to formulate the relationship of adiabatic 

principle depicted in equation 2.1 [29]. It was in 1993 when Younis and Knight 

demonstrated the charge recovery process in a practical circuit [6].  Following this, in 

1994, Athas showed that it is possible to achieve asymptotically zero dissipation in a 

CMOS design using adiabatic switching principle [30]. In 1994, Kramer and coworkers 

proposed a quasi-adiabatic family called 2N-2N2D [10]. It is a diode based complementary 

logic family. He also proposed a naming system for the adiabatic logic families he 

proposed. For instance, in 2N-2N2D, the first 2N represents the two nMOS transistors in 

the evaluation network and 2N2D denotes two nMOS transistors and two diodes connected 

back to back to form a latch. In the adiabatic logic family naming system, the first term 

suggests the transistors in the evaluation network and the latter suggests the transistors in 

the latch. In the same year, Dickinson and Denker proposed Adiabatic Dynamic logic 

which is implemented using alternate stages made of nMOS and pMOS transistors and 

recovery being carried out through diodes [8]. Since it is implemented using diodes and 

thus has Non Adiabatic Loss (NAL), consequently falls in the class of quasi-adiabatic 

logic. In 1995, Efficient Charge Recovery Logic family, ECRL [31], [32] and 2N-2P logic 

family [17] was independently proposed by Moon and Kramer respectively. ECRL and 

2N-2P have identical structures and uses a pair of nMOS transistors to evaluate functions 

(denoted by 2N) and a pair of cross-coupled pMOS transistors (designated by 2P) to retain 

the state. Since complete recovery of the charge is not possible through the cross-coupled 

pMOS transistors, it remains a quasi-adiabatic logic. In 1994, Denker proposed an 

adiabatic logic family and described it as “Adiabatic logic gate” [18]. Later in 1995, it was 

named as 2N-2N2P [17] by Kramer. It was in 1998 when Liu named it as Improved 

Efficient Charge Recovery Logic, IECRL logic family [19]. In this, thesis these logic 

families will be referred as IECRL. It is an improvement over ECRL. The only difference 

is that IECRL has a pair of cross-coupled nMOS transistors in addition to the cross-

coupled pMOS transistors. In 1995, Maksimovic et al. proposed Clocked Adiabatic Logic 

(CAL) [20] which is similar to IECRL logic family [17], [19] except for the fact that it has 
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clocked nMOS transistors connected between the evaluation network and the output. The 

clocked nMOS transistors use a pair of auxiliary-clocks which allows it to use single-phase 

power-clock. In 1996, Vetuli et al. presented an adiabatic logic family which makes use of 

CMOS positive feedback amplifier. The logic is called Positive Feedback Adiabatic Logic, 

PFAL [21]. It is very similar to IECRL, except that its evaluation network is connected 

between the power-clock and the outputs. In 1998, it was later called as PAL-2N [22] and 

was proposed by Liu. It can be made fully adiabatic if the recovery path is provided. PFAL 

will be discussed in detail later in this section.  

Pass-transistor Adiabatic Logic, PAL [24] was proposed by Oklobdzija and Maksimovic in 

1997.  The circuit topology of PAL resembles PFAL without the pair of cross-coupled 

nMOS transistors.  The logic works with 2-phase power-clocking scheme.  

In 2001, Varga et al. proposed Efficient Adiabatic Charge Recovery Logic (EACRL) [26]. 

It has a pair of cross-coupled pMOS transistors and duplicate evaluation network, one 

connected between the power-clock and the output nodes and the other connected (with 

opposite assertion level) between the output nodes and the ground.  

In 2003, Hu et al. proposed Complementary Pass-transistor Adiabatic Logic (CPAL) [29]. 

Its structure is made of PFAL buffer with the evaluation network designed using pass-

transistors connected to the gates of the nMOS pull-ups also called bootstrapped 

transistors. 

Adiabatic logic designs such as IECRL, EACRL, and PFAL require 4-phase power-

clocking scheme and are the simplest of the quasi-adiabatic logic families. Also, these are 

considered to be the most energy efficient amongst the other single phase, 2-phase and 4-

phase adiabatic logic families. Therefore, only these three will be discussed in detail.  

2.6.1 Improved Efficient Charge Recovery Logic (IECRL) 

As mentioned before, IECRL [19] is an enhancement of ECRL [31], [32]. Figure 2.5 (a) 

and (b) shows the schematic of NOT/BUF gate using IECRL and its operation waveform 

respectively. It is a logic based on latch having cross-coupled inverters which is a structure 

similar to the storage element of the Static Random Access Memory (SRAM). The 

addition of cross-coupled nMOS transistors provide a pull-down path during the recovery 

phase of the power-clock and thus remove the floating node condition reducing the 

coupling effect and decreasing the NAL during the recovery phase of the power-clock. 



40 

 

Like ECRL, IECRL also suffers from NAL during the evaluation phase of the power-

clock.  

    

(a) (b) 

Figure 2.5: (a) IECRL NOT/BUF gate [19] (b) Operation waveform 

2.6.2 Positive Feedback Adiabatic Logic (PFAL) 

PFAL [21], like IECRL [19], also has a latch made of cross-coupled inverters. The only 

difference is the connection of the evaluation network. Figure 2.6 (a) and (b) shows the 

schematic of the NOT/BUF gate using PFAL and its operation waveform respectively. In 

PFAL, the evaluation network is connected between the power-clock and the output nodes. 

This helps to remove the NAL during the evaluation phase of the power-clock completely. 

The equivalent resistance at the two output nodes is also reduced due to the formation of 

the transmission gate pair (P1, N3, and P2, N4) with the cross-coupled pMOS transistors. 

PFAL suffers from NAL only for the part of recovery phase of the power clock, when the 

power-clock ramp down below the threshold voltage, |Vth,p|, of the pMOS transistors and 

the transistor is turned off leaving the residue charge on the output node. This charge is 

used in the next cycle if the same inputs arrive or discharged to ground non-adiabatically 

during the idle phase of the power-clock if different inputs arrive.  
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(a) (b) 

Figure 2.6: (a) PFAL NOT/BUF gate [21] (b) Operation waveform 

2.6.3 Efficient Adiabatic Charge Recovery Logic (EACRL) 

                         

(a)  (b) 

Figure 2.7: (a) EACRL NOT/BUF gate [26] (b) Operation waveform 

As mentioned above, EACRL [26] was proposed by Varga et al. Figure 2.7 (a) and (b) 

shows the schematic of the NOT/BUF gate using EACRL and its operation waveform 

respectively. It is a mix of ECRL and PFAL. Its structure uses a pair of cross-coupled 

pMOS transistors and has pull down evaluation network similar to ECRL and a pull up 

evaluation network similar to PFAL. Like ECRL it also suffers from coupling effect during 

the part of the hold phase and complete recovery phase of the power-clock due to the 

absence of cross-coupled pull-down nMOS transistors. Though, having duplicate 

evaluation network makes it slightly better than ECRL.  

Due to its energy-efficient operation, PFAL is chosen for the implementation of energy 

efficient cryptographic systems. 
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2.7 Design Challenges in Adiabatic Logic  

Unfortunately, adiabatic circuits have limited potential to achieve significant energy 

savings at the same time as high performance. Optimizing large-scale systems developed 

using adiabatic technique raises many design challenges. Despite the development of 

several sub-systems based on adiabatic logic families, there are few papers existing that 

report the challenges associated with the development of adiabatic circuits or on the actual 

savings achievable/achieved by them [34]-[38]. 

Pipelining is inherent in adiabatic logic and thus, it can only perform one logic evaluation 

per clock phase. Therefore, every gate introduces a phase delay in propagating from input 

to output. Two signals originating at different phases must be synchronized before feeding 

to the same adiabatic gate as inputs. This requirement implies that synchronization buffers, 

each of which shifts a signal by one phase (a quarter of a clock period in a 4-phase system) 

need to be added in the circuit in order to maintain data synchronization.  

In an adiabatic system implementation, the synchronization requirement can result in 

significant area overhead and degrades the energy benefits. Furthermore, the inherent 

pipelining leads to a rise in latency. The authors, M. C. Knapp et al. [34], [35] and P. 

Teichmann et al. [36]-[38] have discussed the design challenges (such as; circuit speed and 

overhead due to synchronization buffers) of arithmetic structures using adiabatic logic.  

The former suggested that by using an adiabatic logic family that works on 2-phase power-

clocking scheme (where each gate introduces a half clock-period delay) would require 

fewer synchronization buffers but would get less work done per clock-period since only 

two logic functions could be performed per clock-period (Figure 2.3). The author also 

suggested an efficient method of buffer insertion. The details of this method can be found 

in [35].  P. Teichmann et al. on the other hand suggested that in certain arithmetic circuits 

nesting can reduce the need for synchronization buffers. The detailed discussion can be 

found in [36], [38]. He also proposed that use of complex gates can offer an overall energy 

reduction by reducing the overhead due to synchronization buffers. The detailed 

illustration of the method can be found in [37]. In this thesis, a solution to reduce the 

overhead due to synchronization buffers is proposed and is discussed in chapter 5.  

The application of power-clock gating in adiabatic logic has been discussed in detail by P. 

Teichmann et al. [37], [39]-[41] and Jianping Hu et al. [42]. In cascaded stages of adiabatic 
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gates, the application of power-clock gating causes the problem of floating output nodes 

and degrades the energy efficiency that would otherwise be obtained. In this thesis, the 

solution is proposed. This is also discussed in detail in chapter 5.  

2.8 Chapter Summary 

This chapter discussed the idea of adiabatic switching principle, fully and quasi-adiabatic 

logic families, power-clock phasing and loss mechanism in adiabatic logic. A brief history 

of adiabatic logic families is presented. Also, a brief discussion of the selected quasi-

adiabatic logic families requiring 4-phase power-clocking scheme is presented along with 

their merits and demerits. PFAL has reduced NAL and the equivalent resistance of the 

charging path and thus was chosen on the basis of its energy efficiency. Lastly, design 

challenges associated with the development of a large-scale system using non-trivial 

adiabatic logic are discussed.   
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3. Power-Clock Generation 

In order to realize the potential of adiabatic logic design, as accurately as is practical, the 

generation of power-clock is essential. In this Chapter, the power-clock generator using 

step charging strategy is considered. Factors affecting the energy dissipation of step 

charging circuit are presented. The work reported in this chapter relates principally to 

several design rules proposed for the implementation of energy efficient power-clock 

generator using step charging strategy. Also, suitable tradeoffs between step charging 

circuit complexity and energy performance are suggested. 

3.1 Introduction 

Adiabatic circuits work with power supply clock called the power-clock, which has both 

the functions of supplying power and timing the operations of the circuits. A complete 

adiabatic system consists of the adiabatic circuit and its power clock generator (PCG). 

Power-clock generation is one of the main concerns for the development of energy 

efficient adiabatic systems as it plays an important role in the overall system efficiency. A 

carefully designed power-clock generator can reduce the power consumption of the system 

significantly [46]. 

Also, a key aspect in the evaluation of the potential and the perspectives of adiabatic logic 

families is the performance of the complete system, including the PCG. In literature, most 

attention has been given to the logic operation and performance of the adiabatic core 

without considering the performance of the power-clock generator. Although these studies 

illustrate the energy efficiency of the adiabatic logic families, they are incomplete since the 

power-clock generator consumes the large fraction of the total energy consumed by the 

adiabatic system, therefore degrading the energy savings greatly, if not implemented 

efficiently. Only in a few papers have the PCG been considered [20], [43].  
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In literature, several methods for power-clock generation have been proposed [44]–[47]. 

Most of the papers have used either step charging [44] or resonant charging [45]–[47]. In 

resonant charging inductors, capacitors and MOS switches are used. These circuits 

approximate the ramp by generating a sinusoidal waveform. However, the use of inductors 

presents the problem of on-chip integration; therefore, step charging circuits offer a more 

promising solution. In step charging circuits, the load capacitance is charged from the 

power supply and the tank capacitors and a step charging waveform is produced. Step 

charging circuits will be discussed in detail in this chapter.   

3.2 Background of Step Charging Circuits 

In order to power adiabatic logic, the power-clock should ideally be a ramp which rises and 

falls linearly. This allows approximately constant current charging and discharging and by 

eliminating the current surges, the circuit dissipates less energy. Such a ramp can be 

approximated by a step charging circuit. A power-clock which rises and falls in n-steps is 

shown simplified in Figure 3.1 [44]. 

 

Figure 3.1: Approximation of an ideal ramp using n-step charging power-clock. 

This approximation to a ramp can be improved by using more voltage steps thereby 

improving energy dissipation at the cost of increased circuit complexity. To implement 

step charging circuit with n-steps, n-1 “tank-capacitors” are required. 

There are several papers that addressed the design of step charging circuits for adiabatic 

charging/discharging of the capacitive load. Consideration is mostly given to circuit 

topology and the stability of the step charging circuits [48]-[54], The authors in [48] have 

presented a step charging circuit which is independent of the tank-capacitor topology. 

However, the ratio of the tank-capacitors to load capacitor used in the step charging circuit 
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is 270. In [49] and [50] the authors have discussed the stability of a step charging circuit 

which uses tank-capacitors connected in series. However, the ratio of the tank-capacitors to 

load capacitor used is 750 which is quite big and will, therefore, consume a large silicon 

area. In [51] a step charging circuit with an equalizing capacitor that equalizes the node 

voltages of the tank-capacitors by connecting “touching” them is presented. The stability 

of the step charging circuit is also investigated by changing the order in which the tank-

capacitor nodes are connected “touched” [51] with the equalizing capacitor. However, the 

ratio between the tank-capacitors and the equalizing capacitor used is 300. The authors in 

[52] have presented a step charging circuit and the stability of the step charging circuit is 

considered. The authors state that when the size of the tank-capacitor is much larger than 

the load capacitor, the step charging circuit offers stable operation even if the value of the 

load capacitor changes significantly. However, how large the size of the tank-capacitance 

in comparison to the load capacitance should be in order to ensure stability is not 

mentioned. In [53] and [54] the adiabatic stepwise charging and discharging of a capacitor 

with an inductor current that controls the switching transistors is demonstrated 

experimentally and the energy consumption is investigated as the function of the number 

of steps. So far all the above-cited references workaround using large tank-capacitor values 

for stability. Large tank-capacitors incur high silicon area cost. This can be a problem for 

the area constrained applications. Therefore, the relationship of total tank-capacitance to 

load capacitance that can deliver potential energy benefits with lower silicon area cost and 

stable operation is worth investigation. 

Energy recovery determines the efficiency of the adiabatic circuit technique, therefore an 

important parameter to be considered for the design of adiabatic systems. As mentioned 

above, the power-clock in the adiabatic circuits make possible the recovery of charge, 

enabling energy to be recovered. Therefore, it is important to study the factors that affect 

the energy recovery achievable in step charging circuits.  

The energy performance of the adiabatic circuits is additionally a function of ramping time. 

Therefore, it would be worth looking if increasing the ramping time of the step charging 

circuit influences the percentage energy recovery.  

In a step charging circuit, pMOS transistor is used for charging the load capacitor from the 

power supply, CMOS transmission gates (TG) are used for the charging/discharging of the 

load capacitor to/from tank-capacitor and a nMOS transistor is used to discharge the load 

capacitor to the ground. Width of these transistors can affect the charging/discharging of 
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the load capacitor and in turn affect the energy recovery specifically at shorter ramping 

times (high frequency). Therefore, the transistor widths in the step charging circuit that can 

deliver potential energy benefits and how transistor widths influence the energy recovery 

achievable at different ramping times is worth investigating. 

An easy and powerful way to reduce the energy dissipation in static CMOS is by reducing 

the power supply voltage, VDD. It is because of the quadratic dependence of the energy 

dissipation on the VDD.

  
             (3.1) 

Energy dissipation (charging) in adiabatic circuits is also proportional to the square of the 

supply voltage which is given by (2.1). Thus, energy dissipation reduces as the supply 

voltage is scaled down. With the decrease in supply voltage, energy supplied to the circuit 

will also decrease. Energy supplied, ES to the circuit is measured for the evaluation phase 

of the power-clock, whereas, energy recovery, ER is measured during the recovery phase of 

the power-clock. Energy dissipated is the difference of energy supplied; ES and energy 

recovered, ER 

Ὁ Ὁ Ὁ  (3.2) 

The percentage energy recovery is calculated as: 

 (3.3) 

For energy efficient operation, the impact of power supply voltage scaling on energy 

recovery is worth investigating. 

Large tank-capacitors have a high silicon area cost but offer stable operation of the step 

charging circuit and therefore better energy efficiency. An appropriate trade-off is also a 

function of load capacitance, CL. Therefore, it is important to investigate the appropriate 

ratio of tank-capacitance to load capacitance which can deliver potential energy benefits in 

step charging circuits. A metric called “CT/CL ratio” which denotes the ratio of tank-

capacitance to load capacitance in a 2-step charging circuit was defined. Step charging 

circuits having a number of steps more than two; require more than one tank-capacitor. 

Therefore, another metric called “CTT/CL ratio” which denotes the ratio of combined 


