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Abstract

The development of large, open, and heterogeneous distributed systems is becoming increasingly dependent on event services to bind together the components of an application in such a way that they are able to react to changes in other components.

One way to distribute event notifications around a distributed environment is to use content-based publish/subscribe communication. Such a system mediates between publishers of information and subscribers who sign up to receive information by routing messages across the network from their source to the point of subscription using the message content and the client subscriptions. Although content-based publish/subscribe has been used successfully to develop simple event notification systems, in which events are routed through from external publisher to external client, more complex systems are possible that create new events, known as composites, based on the detection of patterns of events.

Composite event notification, however, poses a number of challenges, including network management and network routing. In this paper, we discuss the design and implementation of a composite event notification system over a Chord-based peer-to-peer network using JXTA, and how we have addressed these challenges.

1. Introduction

Publish/Subscribe systems [6] form an important communications paradigm in distributed systems, one in which servers (or producers of messages) are decoupled from clients (or consumers) by the network. Instead of clients contacting servers directly to request services or information, clients register a subscription with the network, via a local access point, to receive messages satisfying certain criteria. Servers publish information onto the network, without knowing who will receive it, and the network (via its servers or brokers) undertakes to route messages to the appropriate clients based on the set of subscriptions currently in effect.

Within the publish/subscribe paradigm, there are many different classifications of system based on how a subscriber makes a subscription. Traditional publish/subscribe systems create channels, groups or topics, sometimes hierarchical, under which messages may be classified. In this case, a subscription is simply a statement of the channel, group, or topic that a user wants to receive messages from.

Another, more radical, approach, known as content-based publish/subscribe, allows the subscriber to specify the kind of message content they want to receive [2]. Content-based routing relies on the subscriber being able to create a subscription using criteria that specify conditions over the message content, typically in the form of predicates over the elements of the event notification structure. The advantage of this style of publish/subscribe over more conventional systems is the far greater flexibility that is permitted in creating subscriptions. Subscribers are in effect allowed to create their own message groupings rather than simply sign up to predefined ones. Typical applications of this form of publish/subscribe are event notification services, such as Elvin [11], Siena [1] [2], Gryphon [13], and Hermes [9].

One of the key problems of content-based publish/subscribe concerns message routing. As messages appear on the network from publishers, individual servers in the publish/subscribe network must examine the message content in order to make routing decisions. The message content must be compared against what is known about current subscriptions in order to decide which server the message should be routed to next. In order for this to happen, both publication and subscription must meet somewhere in the network - hence the typical use of broker or rendezvous servers in content-based publish/subscribe sys-
tems. Most research in this area has been on the routing of messages from external sources to subscribers, for example, Elvin [11] and Hermes [9]. However, the issue of how to route messages representing composite event notifications, i.e., messages that are raised internally as a result of the occurrence of patterns of events is more complicated, because of the complex re-configuration of routing paths within the network needed to co-ordinate the routing of component events of a pattern. A proposal for automatically generating event dissemination trees for configuring routing paths for composite event notification notifications was presented in [4]. This took the form of a simple functional event specification language whose expression structures could be automatically analyzed to gather the information necessary to reconfigure the network as and when a new composite event had to be detected. However, that work left open how the information derivable from a subscription expression should be used.

In this paper, we describe the design and implementation of a distributed composite event notification system that uses the functional event specification language from [4] and which successfully solves the complex challenges of network configuration and routing composite events. The system is a content-based publish/subscribe network that uses a DHT-based peer-to-peer system to carry out network configuration and the JXTA open P2P framework for event routing. We show how the FEL (Functional Event Language) architecture is dynamically configured to the requirements for routing composite event notifications, as new client subscriptions are made, using the hashing scheme provided by the underlying DHT-based P2P system, and how the JXTA pipe abstractions simplify routing of events.

2. Event Specification in FEL

An event is defined as the occurrence in a system of some situation of interest, usually one which requires an automatic response by the system [16]. In active databases [7] [3], typical events are inserts or deletions from tables or extents. Detection of events permits the specification of actions to be carried out automatically by the system when they occur.

In distributed systems, events are used to create an asynchronous style of communication. In the client-server model of distributed communication, client and server processes communicate directly using explicit addresses, with the server responding synchronously to client requests. Distributed event-based systems allow an asynchronous and decoupled communication model, known as publish/subscribe. Occurrences of events are represented by event notifications, in the form of messages. Clients, or subscribers, make known to the system what messages they are interested in receiving, and the system undertakes to send them all event notifications that match their interests asynchronously, i.e., as and when they arise.

There are two general types of events: primitive and composite. Primitive (or atomic) events are those happenings that are considered atomic and instantaneous. They occur either as the result of some internal state of affairs or some external interaction with the system. The actual definition of primitive events depends upon the application domain. For example, in a real-time data application, atomic events might be the publication of a particular stock market transaction or of the result of a football match.

We define composite events as events that arise as the result of the occurrence of other events, in some order or pattern. For example, we might want to detect whenever an event of type T2 occurs directly after we have seen the occurrence of an event of type T1 (a sequence of T1 and T2), or whenever either a T1 or a T2 type event occurs (a disjunction of T1 and T2). The detection of such patterns of component events can be represented by raising a composite event notification that represents the pattern occurrence (including information about the pattern).

The heart of our publish/subscribe system is the subscription language FEL (Functional Event Language) [4]. FEL is a simple but formal language for making subscriptions in a content-based publish/subscribe network. It is declarative and strongly-typed. Composite event specifications in the functional event language take the form of functions, which expect a number of arguments. The arguments to the function are the component events of a composite event. Once these have been fully supplied, the composite event value is produced. Being a functional language, functions can be partially applied to their arguments through currying. This models the way that composite events progress towards their occurrence as component events occur over time. In addition, the structure of the functional expression that specifies a composite event provides vital information about how events should be routed through the distributed system (see [4] for full details).

3. FEL Architecture

Content-based publish/subscribe systems work by matching up subscriptions with publications. Typically, as is the case with FEL, subscriptions are in terms of types of events plus some predicates over the values of those types. Matching subscriptions to publications means that subscriptions and publications for particular event types must meet at a certain point in the system so that they can be compared. For this reason, content-based publish/subscribe systems use a broker-oriented communications architecture, where each broker is a server in the network and undertakes to receive publications and subscriptions for a particular event
If a broker matches a subscription to a publication, it then sends the publication onto the client making the subscription.

Most content-based publish/subscribe systems deal with primitive events. In this case, routing a message from a publisher to a subscriber is reduced to finding the right broker node for a publication or a subscription. When a publication arrives at a broker, it can be matched against known subscriptions and, if successfully matched, sent by the broker to the appropriate subscriber. In such systems, new event types are created by publishers who advertise new events they wish to publish.

One of the key problems to be solved in a composite event notification system lies in the changes needed to the topology of the network as new subscriptions create requirements for new composite events. This problem is different to that posed by publications of new types of primitive events. Advertisement of a new type of primitive event requires only the election of a new broker, who may be chosen by a simple hashing of the event type to a broker identifier (as is the case in Hermes [9], for example). Once this has been done, any subscription for publications of that type are directed to the new broker by the same hashing scheme.

New composite events, however, are subscriber-driven, not publisher-driven. New composite events may be required, even if there are no new types of events being published, simply because subscribers wish to combine them into different patterns. This asynchronous creation of new event types to meet subscriber demand creates new problems for management of the publish/subscribe network topology.

As an example of this, Figure 1 shows a composite event notification system comprised of two publishers P1 and P2, publishing events of type A and type B respectively, a broker node B1 that receives events of these types and detects sequences of type A events and type B events, and a subscriber S1 who has subscribed to receive composite events which represent sequences of type A and type B events.

![Figure 1. Composite Event Notification with Single Broker](image1)

If a new subscriber S2 wishes to be notified about disjunctions of A and B events, then this creates a new composite event, and hence a new broker is required, as Figure 2 shows.

![Figure 2. Composite Event Notification with Multiple Brokers](image2)

It could be argued that a new broker is unnecessary if the only difference between B1 and B2 is in the pattern of A and B events they are detecting. However, if the broker is located in the network by hashing the event type to a node id, we cannot guarantee that a composite event type representing sequences of A and B will hash to the same broker id as a disjunction of A and B. Also, the algorithms or state machines used to detect patterns will be different for different composite events even if the component events are the same. For these reasons, therefore, it is simpler to split composite event detection across different brokers, regardless of which component events are involved.

However, adopting the approach of new brokers for new composite event types, in response to new subscriptions creates two (related) problems for the organization of the event notification network.

Firstly, publishers of a particular type of event no longer know, as a result of hashing the primitive event type, the identities of all the brokers to whom they should send event notifications - this applies to publishers of primitive events who are outside the publish/subscribe network and also to servers within the network acting as composite event detectors and publishers. This is because the identity of an event detector broker is found by hashing the event type, but in an event notification system with new composite events being created dynamically, event notification publishers do not know the identities of new composite events in order to use this information to derive broker identifiers through the hashing scheme (unless we choose to broadcast this information throughout the network).

Secondly, the new locations to which publishers should send their events come into existence asynchronously with respect to the publishing of events, since they are subscriber-driven. In an event notification network that publishes only primitive events (i.e., simply routes external events to subscribers), the identity of the broker is known by a publisher when it joins the network - if a broker for the event type does not exist, then the network elects a broker
to handle the new event type at the point when the publisher joins. In an environment with dynamically-created composite events, however, new brokers that want to receive notifications of a particular event may be started at any point after a publisher of that event type has joined the network.

4. Decentralized Management in FEL using Meteor

The solution proposed by FEL to these problems was to make explicit in the structure of the subscription expression all of the high-level routing information needed to configure the publish/subscribe network. The key challenge, however, in the design of the FEL system architecture was how to use the information provided by the subscriber to configure the network, without imposing scalability constraints on the network itself. For example, an initial proposal was to overlay the network of event detector servers with a static layer of management servers that would react to new subscriptions by allocating unused event detector servers to new composite events and create the necessary connections between them. However, the fact that this management layer was static created its own scalability problems, since the required capacity of the management layer depended on an a priori assessment of the likely traffic on the publish/subscribe network in terms of the number of different events to be detected. If FEL was to be deployed in a wide-area, internet-scale environment, for example, this would be highly impractical.

Hence, we decided to investigate how to decentralize the management processes in FEL. The principal management activities involved identifying event detector brokers in the publish/subscribe network. The approach we took was to build FEL on top of a DHT-based peer-to-peer network. Since all nodes in a DHT-based P2P system have knowledge of the hashing scheme in use (in order to identify other nodes in the network), implementing the management process as a hashing scheme results in decentralization, since any node in the network can carry out management activities by using the P2P hashing scheme.

The P2P architecture we used was Chord [5] [12]. Chord is a popular distributed P2P service with a single operation: node lookup based on Distributed Hash Tables (DHTs). According to the Chord protocol, each node in the network is assigned a Chord id, derived from the hashed value of its IP address (or some other address value). The id allows the service to be placed on a particular node on the Chord ring, i.e., that node whose Chord id is the closest successor to the service identifier.

As each subtree of the expression graph is completed
Figure 3. FEL over Meteor

including creation of new event detectors where necessary), acknowledgement messages are returned to indicate completion. The event detector discovery and acknowledgement messages are carried by the underlying Meteor layer of FEL, through a modified Meteor API that allows application-generated messages to be injected into the P2P network. However, the subscription is finalized at the application layer by further, separate use of JXTA. Once an event detector is ready, and before it sends acknowledgement messages to its parent (i.e., its subtree of the subscription graph has been fully configured), it creates a JXTA output pipe to publish its event notifications if one does not already exist. On receipt of the acknowledgement message, the parent event detector binds to the JXTA output pipe in order to receive event notifications.

The use of JXTA, separate from the use of JXTA in the Meteor implementation of Chord, for event publications has the advantage that the P2P network is not congested by potentially heavy volumes of event notifications. Instead, the potentially expensive routing of messages around the Chord ring are reserved for the much lighter load of messages implementing new routing configurations. Direct use of JXTA pipes for event publication also has the advantage of solving the problem posed by the asynchronous, subscriber-driven creation of new composite event detector nodes mentioned in Section 2. A JXTA output pipe can be used to implement a form of loosely-coupled multi-cast, where one source can broadcast to potentially many clients, without needing to know which clients are receiving the outputs written to the pipe. This feature allows composite event detectors to configure themselves to receive component event notifications asynchronously without action on the part of the component event detector. To implement discovery of which pipe a composite event detector should bind to in order to receive component events, we used the JXTA discovery service. A composite event detector needs to know only the type of the component event to use the JXTA discovery service to locate the pipe and to bind to it. Using JXTA in this way also has the further advantage that if an event detector is migrated to another node (as nodes join or leave the underlying P2P network), the routing of events between event detectors through JXTA pipes is unaffected.

5. Related Work

The work most directly related to ours is Hermes [9]. Hermes is an attempt to develop a middleware-based content-based event notification system, and delivers primitive events using a broker-oriented P2P-based architecture. In the composite event extension of Hermes [10], composite event detectors are external to the event notification system and have to be manually (and statically) placed at strategic positions around the system, subscribing to receive component events and, when a particular pattern is detected, injecting the composite event back into the system disguised as a primitive event. Although mobile CEDs are discussed, they require a logical overlay layer is required to move CEDs around the system, requiring as well additional administrative services and potentially complex interactions between event brokers to decide where they should be placed. Our work avoids all the problems of complexity, manual intervention, and administration posed by this approach by utilizing the hashing scheme of the underlying P2P network to perform automatic load balancing, service placement and dynamic service migration, as well as the JXTA technology to connect event brokers.

The peer-to-peer protocol Chord has been used before in the implementation of publish/subscribe systems: for example, content-based publish/subscribe systems using Chord is described in Triantafillou et al [15] and Terpstra et al [14]. The primary goals of [14] are the robustness of routing primitive events over a content-based publish/subscribe network and the implementation of a filtering strategy on top of a DHT-based P2P system. In [15], the concern is with how range predicates (more complex filters on content, such as less-than or greater-than) can be implemented for primitive events in DHT-based P2P systems such as Chord where the use of hashing to locate nodes makes support of filters other than equality difficult.

6. Conclusion and Further Work

We have shown how a DHT-based P2P architecture and the use of the JXTA P2P open framework can solve the complex problems involved in the dynamic configuration of a composite event notification system that uses content-based routing of events. The DHT-based P2P layer allows
us to carry out management activities in the network in a completely decentralized and automatic way, while the use of JXTA pipes for routing messages allows event producers to be decoupled from those who wish to asynchronously sign up to receive events. The use of JXTA pipes also greatly simplifies the management activities, for example, of load balancing; no reconfiguration of routing paths is needed as services are migrated, for example, since the connection between event brokers is at the abstract level of JXTA pipe identifiers.

The Meteor-based version of FEL has been used in a small-scale evaluation exercise, using a Chord ring of 5-10 nodes, and has been shown to work well. Composite events can be created and implemented in the network, with nested composite events to create subscription expression trees of arbitrary depth. Without manual intervention or static administration, composite events can be detected as patterns of component events occur and be routed onto subscribers. The network also copes with dynamic creation of new composite events as new subscriptions are made, as well as with dynamic joining and leaving of nodes from the network (to achieve this, we extended the Meteor implementation to allow a node to handover its subscriptions etc. before gracefully exiting the network).

The advantage of Chord for FEL is principally that management of the publish/subscribe network comes "for free" as a result of the performance of the hashing scheme used in the underlying DHT-based P2P network. The performance of FEL, therefore, is dependent on the performance of the hashing scheme. In Chord, the distribution of the load around the network ring has come under investigation, which may affect the performance of the overlying publish/subscribe system. FEL, however, is not tied to using Chord, but can make use of any DHT-based P2P architecture.

Future work will concentrate on large-scale evaluation of FEL in order to assess its performance with large numbers of subscriptions and event notification volumes. This work is currently underway.
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