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Abstract—In recent years, the intersection of natural language
processing (NLP) and healthcare informatics has witnessed a
revolutionary transformation. One of the most groundbreaking
developments in this realm is the advent of large language
models (LLM), which have demonstrated remarkable capabilities
in analysing clinical data. This paper aims to explore the
potential of large language models in medical text classification,
shedding light on their ability to discern subtle patterns, grasp
domain-specific terminology, and adapt to the dynamic nature of
medical information. This research focuses on the application of
transformer-based models, such as Bidirectional Encoder Rep-
resentations from Transformers (BERT), on hospital discharge
summaries to predict 30-day readmissions among older adults. In
particular, we explore the role of transfer learning in medical text
classification and compare domain-specific transformer models,
such as SciBERT, BioBERT and ClinicalBERT. We also analyse
how data preprocessing techniques affect the performance of
language models. Our comparative analysis shows that removing
parts of text with a large proportion of out-of-vocabulary words
improves the classification results. We also investigate how the
input sequence length affects the model performance, varying
sequence length from 128 to 512 for BERT-based models and
4096 sequence length for the Longformers.

The results of the investigation showed that among compared
models SciBERT yields the best performance when applied in
the medical domain, improving current hospital readmission
predictions using clinical notes on MIMIC data from 0.714 to
0.735 AUROC. Our next step is pretraining a model with a large
corpus of clinical notes to potentially improve the adaptability
of a language model in the medical domain and achieve better
results in downstream tasks.

Index Terms—hospital readmission prediction, domain-specific
transformer models, BERT, ClinicalBERT, SciBERT, BioBERT,
large language models.

I. INTRODUCTION

The advent of large language models has revolutionised
the landscape of natural language processing and opened new
possibilities for extracting meaningful insights from unstruc-
tured clinical data. Clinical narratives are a valuable source of
insights; however, traditional methods make it challenging to
utilise them effectively. Such clinical narratives can be used to
improve the quality of care by identifying the risk of adverse
clinical outcomes, such as hospital readmission and mortality.

Hospital readmissions hold significant importance in the
realm of healthcare due to their profound impact on both
healthcare costs and patient outcomes. Patients may face
complications or unresolved health issues upon returning to the

hospital after discharge. High readmission rates suggest poor
quality care, indicating the initial hospitalisation may have
failed to address the patient’s medical problems effectively,
or there were shortcomings in post-discharge care planning
and follow-up [1]. Predicting hospital readmissions using
traditional methods poses several challenges, often stemming
from the limitations of relying on structured data and con-
ventional statistical approaches. Traditional methods lack the
depth and granularity needed to capture the complexity of a
patient’s health status and predict the likelihood of readmission
accurately. Factors contributing to readmissions, such as social
determinants of health, patient behaviour, and environmental
factors, are often not fully accounted for in these models. This
holds particular significance for older patients with multiple
chronic conditions and complex health profiles. Addressing
these challenges requires innovative approaches, and this is
where the integration of large language models and advanced
natural language processing techniques can play a transfor-
mative role in improving the accuracy and effectiveness of
predicting hospital readmissions.

The potential of large language models in comprehending
context, context shift, and semantics embedded in narrative
text helps extract insights from unstructured clinical data.
Unlike structured data, which often fails to capture the rich
details of a patient’s journey through the healthcare system,
clinical notes provide a comprehensive and detailed summary
that includes subjective observations, expert opinions, and
contextual nuances that contribute significantly to a patient’s
healthcare trajectory.

While LLMs, in particular, transformer-based models (e.g.
BERT), have demonstrated significant capabilities in various
NLP tasks, including medical text classification, several lim-
itations still exist. Such models can capture general language
patterns, but they may lack the domain-specific knowledge
required for accurate medical text classification. Therefore, in
this study, we aim to use both general transformer-based model
BERT [2], as well as biomedical domain-specific models, such
as BioBERT [3], ClinicalBERT [4], [5] and SciBERT [6].

To benefit from both structured and unstructured clinical
data, multimodal predictive models can be utilised. Such an
approach can provide a more comprehensive and holistic view
of a patient’s health, enabling a more nuanced understanding
of the factors contributing to clinical outcomes.



Hence, this research focuses on the application of BERT-
based model on hospital discharge summaries to predict read-
missions among older adults. We explore the role of transfer
learning in medical text classification and compare domain-
specific transformer models, such as SciBERT, BioBERT
and ClinicalBERT. We investigate how text preprocessing
techniques affect predictive performance and discuss the in-
terpretation of the model output. Finally, we analyse how
the integration of structured and unstructured data affects the
classification performance.

II. RELATED WORK

Unplanned hospital readmission prediction models typically
use structured clinical data such as demographics, diseases,
medication, and vital signs [7]–[9]. While structured data
provides valuable information about the diseases, treatment,
and vital signs, it lacks context, missing critical details,
such as patient behaviour, social determinants of health, and
lifestyle factors. Clinical narratives may represent complex
clinical scenarios, capturing the nuances, like the severity of a
patient’s emotional or psychological state [10], [11]. Among
elderly patients such factors as decline in mobility, risks of
falls, fatigue, and functional dependence will most likely be
captured only in clinical narratives. Traditionally, rule-based
approaches have been commonly used to analyse textual data,
and it usually requires clinical knowledge to identify a set of
explicit pattern-matching rules [12], [13]. NLP and text mining
techniques have been used to derive social risk factors from
clinical notes in the form of frequent features [14]–[16] or
topics from clinical narratives [10].

Bag of Words remains a popular algorithm for clinical note
analysis. However, most studies on predicting hospital read-
mission using this approach show relatively low performance,
with AUROC values ranging between 0.55 and 0.65 [17].
On the contrary, word embeddings have been used to create
more complex representations and achieve better results. Deep
learning methods, such as recurrent neural networks, long-term
short-term memory neural networks [16], and convolutional
neural networks [17], [18], have been more successful in
clinical note analysis tasks with AUROC varying from 0.65
to 0.77 for various sample size and cohorts of patients.
Contextual embedding techniques such as BERT [2] and
XLNet [19] have further advanced this approach by capturing
the meaning of words depending on their context, capturing
long-term dependencies, making them suitable for representing
unstructured text and encouraging the development of domain-
specific versions.

A 30-day hospital readmission classification task is, in
general, a challenging task, and there are very few studies
reporting high predictive performance. Moreover, a study [20]
exploiting BERT for readmission classification shows that
it is more difficult to predict 30-day hospital readmission
than 48-hour or 7-day readmission using clinical notes. In
their experiments, there was a drastic decrease in predictive
performance from 0.81-0.86 AUROC for 48-hour readmission,
0.67-0.81 AUROC for 7-day readmission to 0.59-0.62 AUROC

for 30-day readmission. These results are improved when
domain-specific versions of BERT are used. Huang et al. [5]
have shown that pre-training a BERT-based model, Clinical-
BERT, on EHR doctor notes, specifically discharge summaries,
followed by fine-tuning, can yield better results than other
NLP models. The ClinicalBERT model outperformed the
Bag of Words (AUROC 0.68) and BI-LSTM (AUROC 0.69)
models in the hospital prediction task with AUROC 0.714.
This pre-trained model was later used in [21] for the same
30-day hospital readmission classification task and achieved
similar results of AUROC 0.721. Another biomedical version
of BERT, BioBERT [3], was initialized from BERT and
trained on the large biomedical corpus. In their study, they
did not test BioBERT in hospital readmission classification
task. This pre-trained model was used in [4], a clinicalBERT
model, initialized from BioBERT and pre-trained on MIMIC-
III dataset. However, the model was not tested in the hospital
readmission prediction task either.

In the next section, various biomedical domain implemen-
tations of contextual embeddings will be discussed and their
performance in hospital readmission classification in elderly
patients will be analysed. To the best of our knowledge, there
is no benchmarking study analysing the performance of several
domain-specific BERT-like models in the clinical domain, as
well as the general BERT base model. This study aims to
address this knowledge gap.

III. METHODOLOGY

A. Transformer-based language models

1) BERT: Bidirectional Encoder Representations from
Transformers (BERT) is a language representation model,
which employs a transformer architecture. BERT applies mul-
tiple self-attention mechanisms from transformer architecture
to learn information, by assigning weights to each word in
the sentence based on its relevance. Unlike previous language
models, BERT is designed to pretrain deep bidirectional rep-
resentations from unannotated text by simultaneously consid-
ering both the left and right context in all layers of the model
[2]. This bidirectional approach has proven useful in capturing
the intricacies of language semantics. BERT is pre-trained on
an extensive corpus of text data through unsupervised learning,
involving two primary tasks: masked language modelling and
next-sentence prediction. The text embeddings and model pa-
rameters are fit using stochastic optimisation. The pre-trained
BERT model can be fine-tuned with just one additional output
layer to create models for a wide range of tasks, including
text classification, without substantial task-specific architecture
modifications. BERT has achieved state-of-the-art results in
various NLP benchmarks and tasks, encompassing sentiment
analysis (SA), text classification, named entity recognition
(NER) and others.

BERT uses WordPiece embeddings [22] with a 30,000 token
vocabulary. The first token of every sequence is always a
special classification token ([CLS]]). The final hidden state
corresponding to this token is used as the aggregate sequence
representation for classification tasks.



TABLE I
LIST OF TEXT CORPORA USED FOR BIOBERT

Training Corpus Number of words Domain
English Wikipedia 2.5B General

Books Corpus 0.8B General
PubMed Abstracts 4.5B Biomedical

PMC Full-text articles 13.5B Biomedical

While BERT has shown remarkable performance in various
NLP tasks, there are limitations and challenges associated
with its application in healthcare and medical tasks. The
medical domain often requires specialised knowledge, and
obtaining large-scale labelled data for medical tasks can be
challenging. Pre-training BERT on a general corpus may not
capture domain-specific nuances. Medical texts contain nu-
merous rare and specialised terms, including various medical
conditions, drug names, and procedures. Moreover, BERT’s
contextual embeddings may not fully capture the intricacies
of medical knowledge. In order to address these challenges,
biomedical versions of BERT, such as BioBERT, SciBERT
and ClinicalBERT were tested and compared to BERT.

2) BioBERT: BioBERT is a pre-trained language repre-
sentation model for the biomedical domain. BioBERT was
initialized with weights from BERT and further pre-trained
on biomedical corpora ( see Table I). For tokenization,
BioBERT uses WordPiece tokenization with a mechanism
to mitigate out-of-vocabulary words. Experimental results
show that BioBERT performs superiorly over BERT on all
benchmarking datasets in NER, relation extraction (RE), and
question-answering (QA) tasks, outperforming most state-of-
the-art models [3].

3) SciBERT: SciBERT model exploits its own SciVocab
tokenization. SciVocab is a new WordPiece vocabulary con-
structed on scientific corpus. [6]. The resulting vocabulary
size is set to 30K to match BaseVocab size, with the 42%
overlap between BaseVocab and SciVocab. This shows a
substantial difference between the words used in the general
domain and scientific texts. SciBERT was trained on random
scientific papers from Semantic Scholar, with 18% text from
the computer science domain and 82% of text from biomedical
domain. Experimental results show that SciBERT outperforms
BERT-base on biomedical tasks. When compared to BioBERT,
SciBERT outperforms BioBERT results on BC5CDR and
ChemProt benchmarking datasets, and performs similarly on
JNLPBA despite being trained on a substantially smaller
biomedical corpus [6].

TABLE II
LIST OF TEXT CORPORA USED FOR SCIBERT

Training Corpus Number of words Domain
English Wikipedia 2.5B General

Books Corpus 0.8B General
Semantic Scholar 3.1B Biomedical and Com-

puter Science

4) ClinicalBERT: ClinicalBERT is an application of the
BERT model to clinical corpora, using the same pretrain-

ing tasks as BERT. Two independent groups of researchers
developed the ClinicalBERT model using MIMIC-III data.
Alsentzer et al. [4] initialized ClinicalBERT from BERT-Base
and BioBERT models and pre-trained it on MIMIC-III clinical
notes. Experimental results showed an improvement in two
clinical NER tasks and one medical natural language inference
task.

Huang et al. [5] simultaneously developed the ClinicalBERT
model also using MIMIC-III clinical notes and initialized from
BERT. ClinicalBERT model was tested in clinical language
modelling, clinical word similarity and hospital readmis-
sion prediction classification tasks. For the hospital readmis-
sion prediction task using discharge summaries ClinicalBERT
model achieved 0.714 AUROC and 0.701 AUPRC.

As ClinicalBERT, like other BERT models, has a fixed
length of input sequence, the clinical notes are split into several
chunks. Predictions for patients with many notes are computed
by binning the predictions on each sequence. Huang et al [5]
proposed the following formula for calculating the probability
of readmission using the predictions for each subsequence:

P (readmit = 1|hpatient) =
Pn
max + Pn

meann/c

1 + n/c
(1)

where c is a scaling factor that controls the amount of
influence of the number of subsequences n, and hpatient is
the implicit representation ClinicalBERT computes from the
entirety of a patient’s notes. Pn

max is the maximum of prob-
ability of readmission across the n subsequences, and Pn

mean
is the mean of the probability of readmission across the n
subsequences a patient’s notes have been split into.

Computing readmission probability using this equation out-
performs predictions using the mean for each subsequence by
3-8% as authors suggest, and the results of our experiments
confirm this claim.

5) Longformer: One of the biggest limitations of
transformer-based models is their inability to process long
sequences due to their self-attention operation, which scales
quadratically with the sequence length. Longformer models
were developed to address this limitation using an attention
mechanism that scales linearly with sequence length, enabling
the processing of long tokens. BERT and BERT-based models
are limited to 512 token sequence length. Discharge summaries
are usually longer; in MIMIC-IV, pre-processed notes vary
from 1183 words to 1951 (25th and 75th percentiles) words.
This poses additional challenges to model pretraining and
can result in the loss of important cross-partition information,
requiring complex architectures to address such issues. Long-
formers enable using sequences with up to 4096 tokens due
to its updated transformer architecture. Longformer’s attention
mechanism is a combination of a windowed local-context
self-attention and an end task motivated global attention that
encodes inductive bias about the task [23]. For this study,
Longformer implementation by AllenNLP longformer-base-
4096 was used.

The full methodology of hospital readmission prediction
using language models is presented in Fig. 1. The Bag of



Words model is used for comparison purposes. The model
was implemented using scikit-learn CountVectorizer with 3000
features and logistic regression algorithm.

Fig. 1. Overview of hospital readmission classification model development
using BERT, BioBERT, SciBERT and ClinicalBERT models, where E is an
encoder layer, T is the transformer layer, and C is the classification layer. The
figure was adapted from [2].

B. Data

We used the Medical Information Mart for Intensive Care IV
(MIMIC-IV) dataset for the classification task [24]. MIMIC-
IV Note contains 331,794 de-identified discharge summaries
from 145,915 patients admitted to the hospital and emergency
department at the Beth Israel Deaconess Medical Center in
Boston, USA. The structure of the database was updated, and
unlike MIMIC-III, MIMIC-IV no longer contains categorized
clinical notes (e.g. nursing notes, physician notes, discharge
summaries, radiology reports). All clinical notes are presented
as discharge summaries. MIMIC-IV only contains discharge
and radiology reports, and for this study, only discharge
summaries were used. Discharge summaries are long narra-
tives which describe the reason for a patient’s admission to
the hospital, their hospital course, family history, physical
examination results, prescriptions and discharge instructions.
For this analysis, a cohort of elderly patients over 65 years of
age was selected. Admissions where a patient is readmitted
to the hospital within 30 days after the index discharge

are considered as readmitted patients. This includes only
unplanned readmissions; hence, elective admission types are
not considered as readmission cases. Admissions resulting in
death in hospital or out of hospital within 30-days of discharge
are excluded from the study. Data was split into 80%, 10%, and
10% for training, validation and test sets, respectively. Models
were trained using the PyTorch and Huggingface libraries.

C. Data Preprocessing

For BERT-like models, minimal preprocessing is required.
All text is converted to lowercase, line breaks and carriage
returns are removed. Discharge summaries contain a large
number of special characters, and those special characters that
do not contain contextual meaning are removed (e.g., ’=’,
’*’, ’_’). Some sections of clinical notes contain a large
proportion of out-of-vocabulary words, such as the ‘Pertinent
results’ section, see below:

___ 10:09AM BLOOD cTropnT-<0.01
___ 05:25AM BLOOD Calcium-9.4 Phos-4.1 Mg-2.2
___ 05:02AM BLOOD Calcium-9.0 Phos-4.2 Mg-2.1
___ 09:05PM BLOOD Cholest-220*
___ 09:05PM BLOOD Triglyc-70 HDL-53 CHOL/HD-4.2

LDLcalc-153* LDLmeas-155*
___ 04:50PM BLOOD TSH-0.20*
___ 11:00AM BLOOD T4-11.7 T3-99

As BERT models rely on a fixed-size vocabulary, out-of-
vocabulary words are tokenized into sub-words or special
tokens. Sections of discharge summaries with pure lab events
result in inaccurate text representations and noisy embeddings,
therefore degrading the model performance. The results of
the experiments demonstrated that removing lab events data
from clinical notes results in improved accuracy and AUROC
and better model convergence. Therefore, such sections with
purely cryptic data were removed. Our experimental results
are corroborated by similar findings in the existing literature
[25], [26]. The study shows a significant degradation in
the performance of BERT on fundamental NLP tasks like
sentiment analysis and textual similarity in the presence of
noise on benchmark datasets [25].

As the average length of clinical notes is times bigger than
the maximum sequence length that BERT-based models can
analyse, each clinical note was split into chunks of 128, 256,
and 512 tokens for testing. Full-length clinical notes were used
with the longformer model only.

D. Fine-tuning

For fine-tuning, different model hyperparameters for learn-
ing rate, batch size and weight decay were experimented. For
BERT, BioBERT, SciBERT and ClinicalBERT models the best
performance was achieved with a learning rate of 2e-6, weight
decay = 0.01, 10 epochs with early stopping and batch size of
8 for models with 512 sequence length, 16 for models with
256 token sequence length and 32 for models with 128 token
sequence lengths. The longformer model was trained on full-
length clinical notes with 5 epochs.



IV. RESULTS

Table III shows the test performance of models built with
balanced dataset settings for elderly patients. We can see that
longer sequence lengths result in higher AUROC and AUPRC
values for all BERT-based models. Longformer that uses the
longest sequence length, however, does not perform very
well compared to other transformer-based models. Longformer
models are computationally expensive and require large GPU
and running time, so it was not possible to optimise it, given
the computing resource constraints. Therefore, the Longformer
model did not converge in 5 epochs, as we could observe from
training and validation loss. The probabilities of readmission
for BERT-based models were computed using the predictions
for each subsequence using the formula in [5]. Such an
approach was significantly more efficient than using simple
means of probabilities.

Among all tested models SciBERT has the highest predic-
tive performance with 0.7351 AUROC and 0.5361 AUPRC,
followed by BioBERT model with 0.7298 AUROC and 0.4866
AUPRC. Among BERT-based models original BERT-base
has the lowest AUROC. Experimenting with tokenizers also
demonstrated that SciBERT tokenizers had a better vocabulary
for medical text. Tokenization with BioBERT resulted in the
highest number of out-of-vocabulary words. On average, with
SciBERT, 83% of words had the corresponding token in the
vocabulary, with BERT 77%, with ClinicalBERT 75%, and
with BioBERT only 74% of words in the vocabulary. The best-
performing model, SciBERT, was further used with structured
data, including patient demographics, administrative data, dis-
eases and medication-related data. Integrating structured and
unstructured clinical positively affected classification results.
The classification model with structured data was designed as
described in [27] had AUROC of 0.7401 on the same sample.
Combining this model with SciBERT helped to increase this
metric to 0.7561 as shown in Fig. 2.

The Bag of Words model was only used for benchmarking
purposes and enabling the interpretation of clinical notes in
hospital readmission tasks. When vector representations are
used as feature inputs of the model, feature importance can be
used for analysing the contributors to hospital readmissions.
Hence, feature importance analysis demonstrated that such
words as ‘chemotherapy’, ‘recurrent’, ‘transplant’, ‘biopsy’,
‘multiple’, ‘ulcer’, ‘unchanged’, ‘confusion’, ‘previous’ are
highly linked with readmissions. For BERT-based models,
self-attention mechanism was used as an indicator of word
importance. The higher attention weight indicates the relative
importance or relevance of specific words or tokens in the
input sequence to the model’s understanding of the context
and semantics of the text [2]. The model places greater
emphasis on tokens with a higher attention weight, making
it indicative of readmission. In the example of the sentence:
“patient has had multiple admissions, most recently two weeks
prior to admission, for recurrent right pleural effusion thought
to be malignancy related”, we can see the words with higher
attention weights in the heatmap in Fig. 3. ‘Recurrent’, ‘pleural

Fig. 2. Comparison of classification performance of two models: structured
data from MIMIC-IV (demographics, diseases, medications, procedures, vital
signs) with the XGBoost algorithm; and SciBERT model using unstructured
clinical notes using the same sample from MIMIC-IV dataset.

effusion’, ‘malignancy’ are the most important words for
SciBERT classifier, which aligns with Bag of Words model
feature importance, where oncology-related words, and words
signifying the reoccurring events were highly correlated with
hospital readmissions.

Fig. 3. The self-attention mechanism is used to interpret model predictions
on clinical notes as in [5]. In this example, SciBERT model was used for
interpretation. The x-axis labels are query tokens and the y-axis labels are key
tokens. High attention weights indicates token importance for the output of the
model (e.g., ’recurrent’, ’effusion’, ’pleural’, ’pleural effusion’, ’malignancy’).

V. DISCUSSION

The experimental outcomes underscore the significance of
employing domain-specific transformer-based models within
the clinical domain. As expected, all domain-specific BERT



TABLE III
CLASSIFICATION PERFORMANCE METRICS FOR ALL MODELS.

Model AUROC AUPRC
128 256 512 4096 3000∗ 128 256 512 4096 3000∗

BERT-base 0.7088 0.7161 0.7260 0.5293 0.5331 0.5345
BioBERT 0.7100 0.7195 0.7298 0.5112 0.5019 0.4866

ClinicalBERT 0.7152 0.7202 0.7291 0.5347 0.5328 0.5216
SciBERT 0.7154 0.7171 0.7351 0.5291 0.5355 0.5361

Longformer 0.6768 0.4989
Bag of Words 0.6600 0.4843
∗For the Bag of Words model, the value indicates the number of features used in the model.

models have performed better than general BERT. A long-
former model that is not pre-trained on the biomedical domain
training corpora also demonstrated poor predictive perfor-
mance. However, it should be noted that the Longformer model
requires large computational resources, so it has not been
fully optimised and did not converge in 5 epochs. From the
models in comparison SciBERT achieved the best results in
predicting elderly patients 30-day hospital readmissions with
512 maximum sequence length. When compared to existing
similar studies, this result outperforms the classification results
in [5] with 0.714 and results in [21] with AUROC of 0.721. A
better performance of the SciBERT model could be attributed
to its tokenization methodology. Unlike other analysed BERT
models which use WordPiece tokenizer, SciBERT uses Sen-
tencePiece tokenizer. Among distinctive features of the result
of tokenization, we can highlight a substantially larger amount
of tokens with digits, which could be useful for medical data.
Moreover, SciBERT tokenization was the most efficient having
the least number of out-of-vocabulary words.

The Bag of Words model did not perform well. However,
it can contain useful information for the interpretability of
the results. In fact, top words identified with a Bag of Words
and the logistic regression model were often associated with
the higher attention weight in the SciBERT model. Hence,
words like ‘recurrent’, ‘multiple’, ‘effusion’, ‘transplant’, ‘can-
cer’,’ haemodialysis’, chronic, and ‘tracheostomy’ were often
associated with the risk of readmission using the Bag of
Words model and had high attention weight, indicating their
importance for BERT-like models.

The attention mechanism in models like BERT is used to
determine the importance of each token in the input sequence
relative to others when generating the output. High attention
weight values can indicate tokens that are important for the
classification task; they do not directly specify whether a word
is important for a positive or negative class. So mixing the
attention weight evaluation approach with feature importance
analysis with simpler more interpretable models can be useful
for the understanding of classification results.

This confirms that unstructured clinical notes can bring
additional contextual information and help enhance hospi-
tal readmission predictions. Combining unstructured clinical
notes with structured data such as demographics, diseases,
medications and some important vital signs resulted in higher
AUROC than the model exploiting structured or unstruc-

tured data separately. Models exploiting only structured data
achieved an AUROC of 0.740, the SciBERT model with
clinical notes achieved an AUROC of 0.735, and a combi-
nation of both models resulted in an AUROC of 0.757. For
the classification task of high uncertainty it is a substantial
increase in performance.

Examining the contents of clinical notes reveals that most
of the information available in discharge summaries can
be found in the MIMIC-IV dataset in a structured format,
such as diseases of the patient, demographics, lab events or
vital signs. Thus, clinical notes contain a lot of redundant
information. However, parts of the summary describing the
patient’s family history, current social status of the patient,
psychological state of patients or refusal to follow the doctor’s
instructions are only available in discharge summaries. Such
information should be the most interesting in analysing clinical
notes. In future, we will consider deriving and studying such
psychosociological factors in more detail.

Among the limitations of the study is the insufficiency of
data. It is not possible to identify patients readmitted to differ-
ent hospitals. The date of death is only available for patients
who died within a year of hospitalization. More complete
information about the patient pathways would enhance the
performance of classifiers.

Also, most of the developed models had a tendency to
overemphasize a positive class due to the subsampling tech-
nique for battling class imbalance. As a positive class bears
more risks for patients, bias towards a positive class was
deemed appropriate.

VI. CONCLUSION
This study provided a comparative overview of the biomed-

ical domain and general BERT-based models, as well as the
Longformer and Bag of Words models to predict hospital
readmission among older adults. We conclude that all domain-
specific models perform better than a general model for our
task, and among them, SciBERT shows the best results due
to its different approach to tokenization. We also conclude
that integrating both structured and unstructured data results
in improved predictions. In future, we are aiming to develop a
new clinicalBERT model initialized from SciBERT and using
preprocessed MIMIC-IV data.
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