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Abstract — This paper presents performance analysis and comparison of machine learning algorithms for 

future use in a smart campus framework. The following error rates, such as Root Mean Square Error (RMSE), 

Mean Absolute Error (MAE), Mean Square Error (MSE) and R squared error are considered for models such 

as Random Forest (RF), Multiple Linear Regression (MLR), Decision Tree Regression (DTR), Support Vector 

Regression (SVR), Polynomial Regression (PR), Generic Predictive Computation Model (GPCM). The 

investigation how to reduce the processing time for the algorithms is presented. The following error rates such 

as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Square Error (MSE) are considered 

for Random Forest, Multiple Linear Regression, Decision Tree Regression, Support Vector Regression, 

Polynomial Regression models and Machine Learning tools taken from Use Cases of Generic Predictive 

Computation Model (GPCM) are partially applied.  Testing with our arbitrary data will be conducted.  A 

lower error rate for selected algorithms with reduced number of parameters (5 parameters) as opposed to 11 

parameters is achieved.  
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1. INTRODUCTION 

 

In modern educational institutions the attendance may vary or even go down due to factors like time-of-

day [1, 2, 3], availability of online content [1, 2],  lecturer engagement [1, 2, 3], attendance policies and 

monitoring [3]. As a result, there is  a need for optimising the use of higher education resources for their 

users. The use of Internet of Things (IoT) tools and Machine Learning (ML) algorithms can contribute to 

a more efficient timetable by predicting the attendance and adjusting the schedule. There are a number of 

suitable algorithms/models to predict attendance that can be updated. This paper suggests prioritising and 

reviewing the number of parameters used in selected ML algorithms/models and Generic Predictive 

Computation Model [4], which results in lower error rates and increases their efficiency. 

 

The definition of timetabling and review of its types is well categorised by C.B. Mallari et. al. [5] as (a) 

school timetabling (Ahmed et al., [6]; Beligiannis et al., [7]; Birbas et al., [8] in [5]), (b) course timetabling 

(Yasari et al., [9]; Rezaeipanah et al., [10]; Algethami & Laesanklang, [11] in [5]) and (c) 

examination/coursework timetabling (Al-Yakoob et al., [12]; Burke & Bykov, [13]; Leite et al., [14]; 

Abou Kasm et al., [15] in [5]).  

 

Overall, there are various methods that can contribute to improving the speed and efficiency of 

timetabling algorithms. There is a group of research [1, 6-12] work from the perspective of reviewing and 

improving the algorithms and generating the timetable. Another group of them identified that possibility 

in a more efficient and optimal allocation of classrooms by attempting to focus on predicting the potential 

classroom occupancy based on machine learning (ML) algorithms [1, 2, 8]. The latter is a more efficient 

approach in terms of managing the resources since the research shows that attendance keeps falling due 

to diverse demands of student time, growing student employment, and easy access to online content. [2, 

3] As a result, there is a growing university pressure to optimise the use of its resources, in particular the 

classrooms, and the associated operating costs. With a carefully adjusted timetable that can be predicted 

based on IoT sensor collected attendance data, the university may achieve needed savings in operating 

costs. Before modelling the predictive framework and testing actual data, it was decided to experiment 
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with the arbitrary data on a selected number of ML algorithms/models and choose the most efficient 

algorithms/models. The choice of models/algorithms includes Decision Tree Regression, Multiple Linear 

Regression, Polynomial Regression, Random Forest Regression, Support Vector Regression, partially 

used Machine Learning tools taken from use cases of Generic Predictive Computation Model (GPCM) 

[4]. The details of findings are described in further paragraphs. 

 

RELATED WORKS 

 

Due to its multidisciplinary approach, the Internet of Things (IoT) has revolutionised traditional 

educational paradigms, enabling efficient and productive educational applications and services [1] [16]. 

Over the past two decades, IoT networks and sensor networks have been successfully applied in various 

educational applications, such as using Artificial Intelligence (AI) to optimise classroom usage and 

predict room occupancy using Wi-Fi Soft Sensors [6] and [17]. IoT sensors are utilised to measure real-

time class attendance, allowing to collect necessary data. AI algorithms are then employed to predict 

attendance based on the collected data and allocate rooms optimally for courses [8]. This exemplifies how 

a smart campus can effectively optimise its resources. As a solution, IoT and AI applied in data analytics 

can be used for resolving these problems. Due to its multidisciplinary approach, the Internet of Things 

(IoT) has been innovative in revolutionising many aspects of traditional educational paradigms so that 

educational applications and services can be obtained with high efficiency and productivity.  In the last 

two decades, IoT networks and sensor networks have been applied for various education applications, 

such as Artificial Intelligence (AI) for optimising classroom usage or predicting room occupancy using 

Wi-Fi Soft Sensors [1, 6, 7, 8]. 

 

In particular, there are multiple studies on how IoT can offer benefits via location-based  user applications 

and monitor the use of space [18, 19] in [20]. According to Valks, B., et. al., [20] most types of IoT 

applications tend to prefer a level of granularity that is at the room level or higher. The exceptions, 

however, are found on user flows at floor and building levels. The objective of this paper is to explore AI 

solutions for future modelling an IoT-based predictive smart campus framework, and focus on Machine 

Learning (ML) algorithms to contribute to a more efficient timetable by predicting the attendance. 

Specifically, the paper examines and compares the performance of various regression algorithms, such as 

Decision Tree Regression, Multiple Linear Regression, Polynomial Regression, Random Forest 

Regression, Support Vector Regression [2, 18], and Generic Predictive Computation Model (GPC) [4].   

The paper also seeks analysis of the implications of the proposed method on the dataset use case [2]. By 

comparing the available algorithms and models, the study aims to identify the most effective approach 

for predicting attendance with minimal error rates. 

 

2. PROBLEM SETUP 

 

RESEARCH METHODOLOGY 

 

In the first step of our research methodology, which follows the Knowledge Discovery Database (KDD) 

Process described by Ahmad Sabri et al, where in the first step we prepare the data. We split the data 

30% test size and 70% train size.  The next step is feature engineering, which is focused on normalised 

attendance and numeric matrix. In our case, normalised attendance is the ratio of maximum classroom 

occupancy to enrolment count. More detailed explanation on it in the next section. 

 

Score based categorical feature engineering was used for MLPClassifier. The next step was the feature 

selection. The original study dataset contains 18 features. Less features were considered for the given 

experiment. The key moment about this is to prioritise and review the number of parameters used in 

the corresponding models. Finally, for modelling and evaluation the following models were considered: 

Decision Tree Regression, Multiple Linear Regression, Polynomial Regression, Random Forest 

Regression, Support Vector Regression, partially used Machine Learning tools taken from use cases of 

Generic Predictive Computation Model (GPCM) [1]. In the case of GPCM, the neural networks 

MLPClassifier was applied. 
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3. DATA PREPARATION AND PRE-PROCESSING 

 

For the initial algorithm test the arbitrary data from the use case of the partially based on dataset [2] was 

used, see Figure 1. It followed the process of discovering useful knowledge from a collection of data - 

Knowledge Discovery in Databases (Ahmad Sabri et al, 2019). [12] 

 

The data has the following arbitrary parameters.  For more information, enter the following link: 

https://github.com/olga-yu/ML_models_for_efficient_classroom. To prepare data for the analysis data 

transformation was performed such as selection and pre-processing. Original data sample is presented in 

Figure 1. After data transformation steps, the data was transformed to look like in the sample presented 

in Figure 2. Additional attributes were added after the pre-processing, this include normalised 

attendance1 and normalised attendance2. Normalised attendance1 output was calculated based on the 

number of students attended and equal to 0 to the students enrolled and equal to 1. It calculated the ratio 

of maximum classroom occupancy to enrolment count. Another pre-processing step that has been 

completed is categorisation of the users into 3 categories.  Normalised attendance2 output is created based 

on conditions to meet this value. Such a problem with more than two classes is often called a multi-class 

classification problem. 

 

Normalized_attendance and normalized_attendance2 are calculated according to the following formulas: 

normalised_attendance = attendance/enrolment 

normalised_attendance2=categorized numbered/normalised_attendance 

 

The normalised attendance2 is sorted according to the following criteria: if the normalised attendance2 

value is less than 0.3 then output is 0, if the normalised attendance2 value is less or equal to 0.6 then 

output would be 1, finally for normalised attendance2 greater than 0.6 then it is 2. In addition, the 

attendance column has no missing values, no duplicates.   

 

 
Figure 1. The sample from original dataset [5] 

 
Figure 2. The sample from processed dataset 

 

It is common for classification models to predict a continuous value as the probability of a given example 

belonging to each output class. The probabilities can be interpreted as the likelihood or confidence of a 

given example belonging to each class. A predicted probability can be converted into a class value by 

selecting the class label that has the highest probability. 

● For example, a specific email of text may be assigned the probabilities of 0.1 as being “spam” 

and 0.9 as being “not spam”. We can convert these probabilities to a class label by selecting the 

“not spam” label as it has the highest predicted likelihood. 

 

4. RESULTS 

 

The testing and prediction were conducted on arbitrary data. As a result of the given research, we managed 

to work on the tool for important feature selection that enables us to prioritise and review the number 

of parameters used in the algorithms/models listed below, resulting in lower error rates thus being more 

efficient. Below the results are discussed by referring to the corresponding figures and tables. For 

example, feature importance can be visually observed on the graphic plots, and it can be clearly seen that 

in SVR, the first 4 have clear advantages over others: class_type, class_duration, degree, and joint (See 

Figure 3). 

https://github.com/olga-yu/ML_models_for_efficient_classroom
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                                                a)                                                                                                     b) 

 

c) 

Figure 3. Feature importance compared in various algorithms: a) Decision tree, b) Support Vector Regression, and c) Random 

Forest Regression 

The Table 2a shows values highlighted in italic with the following errors such as RMSE, MAE, and MSE, 

where the standard random forest (SRF) regression algorithm outperforms the standard decision tree 

(SDT) algorithm in an experiment with 11 parameters. The 11 parameters present 'week', 'day', 'time_slot', 

'class_type', 'faculty', 'school', 'joint', 'status', 'degree', 'enrollment', and 'class_duration'. The data and 

parameters are based on our arbitrary data and applied random forest algorithm with help of Sklearn using 

Python programming language and achieved results presented in the Table 2a. The main goal of research 

is to reduce the possible error rate by reviewing the 11 parameters used in Table 2a, such as shown in 

Table 2b has values highlighted in bold where RMSE, MAE, R square, MSE values were achieved from 

experimenting with 5 most important parameters in corresponding algorithms. 

These values outperform the standard 11 parameters implemented in Table 2a.  The original 11 parameters 

include:  'week', 'day', 'timeslot', 'class_type', 'faculty', 'school', 'joint', 'status', 'degree', 

'enrolment', 'class_duration'. The 5 parameters to focus on include: 'week', 'school', 

'enrolment',’day’, ‘faculty’.  
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Table 2. Experiment with 11 parameters and 5 most important parameters  

(a) Experiment with 11 parameters: 

 'week', 'day', 'time_of_day', 'class_type', 'faculty', 'school', 'joint', 'status', 

'degree', 'enrolment', and 'class_duration' as listed in key paper 

 

(b) Experiment with 5 most important parameters:  

For example: 'week', 'school', 'enrolment',’day’, ‘faculty’ 

The parameters  may vary from model to model 

 

 2017 test set (testing)    2017 test set (testing) 

 RMSE MAE R squared MSE  RMSE MAE R squared MSE 

Multiple Linear 

Regression 0.16 0.12 65.25 0.02 

Multiple 

Linear 

Regression 0.18 0.15 56.11 0.03 

Random Forest 

Regression 0.14 0.11 76.73 0.02 

Random 

Forest 

Regression 0.13 0.10 81.55 0.01 

Decision Tree 

Regression 0.15 0.12 72.81 0.02 
Decision Tree 

Regression 0.15 0.11 71.86 0.02 

Support Vector 

Regression 0.17 0.13 64.9 0.03 

Support 

Vector 

Regression 0.22 0.17 38.29 0.04 

Polynomial 

Regression 0.15 0.11 69.49 0.02 
Polynomial 

Regression 0.16 0.13  64.55 0.02 

GPCM 

 0.57 0.30 - 0.33 GPCM 0.60 0.32  - 0.36 

 

5. CONCLUSION 

In summary, the machine learning algorithms were analysed and compared in their performance for future 

use in smart campus framework in this paper. The following error rates, such as Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), Mean Square Error (MSE) have shown similar results but mostly 

the R squared error has shown better results with reduced number of features for models like Random 

Forest, Multiple Linear Regression, Decision Tree Regression, Support Vector Regression, Polynomial 

Regression, Generic Predictive Computation Model (GPCM). Reducing the number of features can 

reduce the processing time.  The following error rates such as Root Mean Square Error (RMSE), Mean 

Absolute Error (MAE), Mean Square Error (MSE) have been considered for Random Forest, Multiple 

Linear Regression, Decision Tree Regression, Support Vector Regression, Polynomial Regression 

models) and partially used Machine Learning tools taken from Use Cases of Generic Predictive 

Computation Model (GPCM).  The validation of investigations based on testing with our arbitrary data 

showed that the algorithms achieved a lower error rate, when a smaller number of parameters were used. 
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