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 ABSTRACT 

A sufficiently complex set of molecules, if subject to perturbation, will self-organise and show 

emergent behaviour. If such a system can take on information it will become subject to 

natural selection. This could explain how self-replicating molecules evolved into life and how 

intelligence arose. A pivotal step in this evolutionary process was of course the emergence 

of the eukaryote and the advent of the mitochondrion, which both enhanced energy 

production per cell and increased the ability to process, store and utilise information. Recent 

research suggest that from its inception life embraced quantum effects such as “tunnelling” 

and “coherence” while competition and stressful conditions provided a constant driver for 

natural selection. We believe that the biphasic adaptive response to stress described by 

hormesis – a process that captures information to enable adaptability, is central to this whole 

process. Critically, hormesis could improve mitochondrial quantum efficiency, improving the 

ATP/ROS ratio, while inflammation, which is tightly associated with the aging process, might 

do the opposite. This all suggests that to achieve optimal health and healthy ageing, one has 

to sufficiently stress the system to ensure peak mitochondrial function, which itself could 

reflect selection of optimum efficiency at the quantum level.  
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FULL PAPER 

Introduction  

In the light of recent scientific advances Theodosius Dobhanzky’s quote should be updated 

[1]: nothing in biology makes sense except in the light of evolution and quantum physics. It is 

now proposed that evolution and natural selection of self-replicating molecules started, in a 

chemical sense, well before recognisable biological life developed [2]. From a 

thermodynamic perspective, life can be described as a “dissipative structure” driven by an 

energy gradient that increases the entropy of its surroundings. Despite the energy cost of 

storing and utilising information, natural selection selects the fittest. In effect, some 

molecules, if subject to perturbation, appear to self-organise and show emergent behaviour 

leading to complexity [3].  

This flow of information is dependent on electric fields and can take the form of just about 

any type of molecule – ranging from electrons and protons, to metal ions, neurotransmitters, 

hormones, proteins, energy molecules, RNA, and DNA. Environmental perturbation 

generates a signal that initiates a corrective response. Systems that fail to do this are rapidly 

eliminated by natural selection. A cell can thus be viewed thermodynamically as a semi-open 

system that allows energy to enter and waste entropy to leave. As a cell grows, it becomes 

more and more difficult for it to maintain internal order due to a rapid increase in volume, but 

as soon as it undergoes mitosis, the smaller daughter cells increase their “order”. In effect, 

basic thermodynamic effects drive replication. Similarly, if energy levels fall, it becomes 

increasingly difficult for the cell to survive as its internal order also falls, ultimately leading to 

death [4]. This therefore is just another way of saying that living beings “eat order and 

excrete negative entropy” [5].  

From a biological point of view the ability to process and utilise information could be 

described as “intelligence”. This would suggest that mild stresses that perturb homeostasis 

resulting in beneficial adaptation to better resist it, otherwise known as hormesis, may 

underlie the evolution of intelligence – and could play a role in maintaining it [6]. In effect, all 

life displays “intelligence” as an inevitable consequence of natural selection in a variable 

environment. The flip side to this is of course that life, and therefore intelligence, could not 

have evolved in a totally benign environment, and that reduction or removal of hormetic 

stresses would lead to a slow deviation from optimal function. Given that “quantum effects” 

are being recognised as pivotal in many fundamental biological processes [7], it follows that 

together with the concept of “hormesis”, the ability to live in “optimal health” must encompass 

these principles. 
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“Hormesis” describes a biological phenomenon that has long been observed whereby a low 

dose “stressor” induces adaptation in an organism such that it can better resist it. It was only 

given a name in the 1940s from the ancient Greek “hormáein”, meaning “to urge on” [8]. The 

concept has had a chequered history and it is only recently becoming more widely accepted 

within the scientific and clinical community [9]. In biological terms hormesis has been 

described as “an organismal strategy for optimal resource allocation that ensures 

homeostasis is maintained” [10]. Classically, hormesis has also been described by 

toxicologists as a biphasic response of low dose stimulation and/or beneficial effect and high 

dose inhibitory and/or toxic effect; it has also been defined by Mattson as “a process in 

which exposure to a low dose of a chemical agent or environmental factor that is damaging 

at higher doses induces an adaptive beneficial effect on the cell or organism” [11]. Today we 

know that multiple mechanisms underpin hormesis [12] and that it has been widely observed 

in the toxicological literature; these data are summarised in a database (see Calabrese et al 

[13]). Overall, because hormesis can often induce many benefits biologically, it may be 

essential in disease prevention and possibly treatment. 

From thermal vents to advanced intelligence; the mitochondrion  

One of the strongest emerging theories, due to the ubiquity of the proton gradient in cells, is 

that life commenced in alkaline thermal vents at the bottom of the oceans. These vents 

exhibit large stable proton gradients which over 1000s of years, and with natural selection, 

probably gave rise to two orders of life – archaea and bacteria. At some point these two 

forms came together in a biosymbiotic coupling, with the latter becoming the mitochondria, 

which enabled the development of the eukaryote and complex life. Critically, because most 

of the bacterium’s genes ended up in the nucleus, and only a few stayed in the nascent 

mitochondrion, this forced the evolution of two sexes due to the need to ensure minimal 

mitochondrial heteroplasmy. Any large mismatch between mitochondrial genes encoded in 

the nucleus and those encoded in the mitochondrion could result in reduced efficiency of the 

electron transport chain (ETC), so potentially enhancing ROS and reducing energy 

production; it is thought that this could determine both lifespan and the rate of ageing [14].  

Thus mitochondria have been key in the evolution of complex life, as they enable vast 

amounts of “information” to be stored and processed in a cell by supplying almost unlimited 

amounts of energy [15]. Apart from the importance of DNA transferring information between 

generations, from the living organism’s perspective, it is also important to “remember” the 

past, “predict” the future and therefore be “aware” of the present. It therefore follows that 

memory has been defined as the capacity of organisms to benefit from their past [16]. 

Without energy there can be no memory, and thus no awareness. This may explain why our 

brains require so much; even at rest about 20% of the total body energy consumption arises 
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from the brain. Stimulate it, and it rapidly increases its energy demand, however, the precise 

increase in energy use by action potentials from baseline in the resting states is thought to 

be only around 10% or so, with the rest of the energy being used on housekeeping tasks, 

resting potential, postsynaptic receptors, neurotransmitter recycling, vesical cycling and 

calcium homeostasis [17]. The majority of the energy is supplied by mitochondria and is 

consumed at the synapses [18]. Calculations suggest that the active brain can generate 

approximately 30 µmol ATP/g/min, which is not too dissimilar to what a human leg muscle is 

generating during a marathon [19]. In contrast, anaesthesia reduces cerebral baseline 

metabolic rate by 30-70% [20]. Although sleep is also associated with decreased 

metabolism, it is essential to restore optimum performance [21]; bigger brains may have 

evolved, in part, to decrease the need for sleep by reducing the time taken to clear 

metabolites by decreasing the neuronal density to area ratio [22]. Thus the mitochondrion is 

essential for advanced informational structures like the brain. Certainly in humans, research 

does suggest that fluid intelligence is related to the metabolic efficiency of the mitochondrion 

[23]. 

Stress is required to maintain the complexity of the brain 

The energy requirements of the brain are not surprising, given its complexity. The human 

brain has about 80-100 billion neurons, about a 10 fold increase since our Miocene 

ancestors 10 million years ago [24, 25]. In humans, one estimate suggests that there could 

be an average of about 7,000 synapses per cell in the neocortex, with a total of about 0.15 x 

1015 synapses in the cortex [26]. Others have suggested that there may be as many as 1014 

synapses in the cerebral cortex, and about 1013 in the cerebellar cortex [27]. Overall, this 

indicates that the human brain contains at least 1014 to 1015 synapses. Furthermore, there 

may be at least 26 distinguishable synaptic strengths, corresponding to 4.7 bits of 

information at each synapse [28]. As a byte is generally considered to contain eight bits, this 

might suggest that the brain could hold between 0.58 x 1014 to 0.58 x 1015 bytes of 

information, or between 58 to 580 terabytes.  

The brain can therefore be viewed as an immensely complex structure that has evolved in 

response to the need to adapt and take on more information – and is fundamentally an 

information-collecting dissipative structure driven by environmental challenge. And as many 

studies show, not stimulating it, either through direct use, say of cognitive tasks, or via 

performing complex movements during physical activity, its performance tends to drop. It 

therefore echoes the thermodynamic rules underling the very beginnings of life; perturbation 

of a complex set of molecules can induce order – take the stress away and its structure 

begins to unravel [29]. But perhaps one of the brain’s most interesting aspects is that it can 

also be analysed in relation to free energy and information theory; the human brain is vastly 
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more efficient than current electronic devices, and uses multiple mechanisms to do this, 

including miniaturisation [30].  

The quantum angle  

The brain is not simply a computer system and as Roger Penrose has proposed, it may 

utilise  quantum principles to enable it to process information and generate awareness [31]. 

Quantum theories of the mind have led to a whole new field of science – “quantum 

neurophysics” [32], which mirrors the idea that life is anchored in the quantum world  [33]. 

Interestingly, it is now becoming clear that bacteria can transfer electrons both between the 

same species and with other species in a form of symbiosis via “bacterial nanowires”. In 

effect, these are biological conductors; they can transfer energy. Significantly, this 

“conductance” appears to have been solved in at least two ways by nature: one is more 

similar to classical metallic conductance based on free electron theory, while the other 

seems to depend on quantum effects – such as “tunnelling” [34]. It therefore seems likely 

that the brain is probably also using quantum effects at some level – although precisely how 

much, or how little, is still unknown. 

Quantum literally means “how much”, but is today used to describe the minimum unit of 

energy or matter. It was Planck who realised that there was a minimal “quantum of action”, in 

effect, there is a minimum change that can be measured in nature, which became known as 

Planck’s constant, or h, which equals 6.6 x 10-34 Js (joules per second). The implications 

from this were profound, not least of which were that any measurement of nature is based 

on quantum effects, and that the size and shape of things is also determined by Planck’s 

constant. It also means that there is always motion within matter; at the molecular level, the 

shape of things is determined by an average and motion is therefore “fuzzy”, and it is 

impossible to assign both momentum and position of a particle. It also means that the so 

called “energy barriers” normally encountered in most physical/biological/chemical system 

may not be barriers at all. This describes one of the most fascinating principles of the 

quantum world, “tunnelling”. The phenomenon of “tunnelling” explains how objects can 

permeate energy barriers without the necessary energy because they can exist as 

probability waves; the likelihood of this can be predicted by the Schrödinger equation. This 

basically tells us that the ability to do this depends on their energy and mass, and the width 

of the barrier. It is actually quite likely for very small particles like electrons and protons, but 

extremely unlikely for large objects such as humans. Thus increasing temperature can 

enhance the effect as it can impart more energy, although as we will discuss later, it also can 

inhibit it. The possibility that electrons could move along enzymes in such way was first 

suggested by Szent-Györgyi in 1941 [35], but it was DeVault and Chance in 1966 who 



Author submitted version, accepted Biochemical Society Transactions, May 2016 

 

proposed it could be due to quantum tunnelling [36]. See box 1 for a more in depth 

explanation of some aspects of quantum physics. 

Box 1. A bit more on quantum physics 

To explain quantum tunnelling, one of the basic concepts underlying the quantum world is that of 

wave-particle duality; De Broglie showed that just as a photon can behave both as a wave and a 

particle, all particles could have a “wave function” ascribed to them – matter-waves. This was pivotal, 

as electrons could thus also behave as waves. The wave function also displays something called 

“phase”, in effect quantum particles behave as a rotating cloud, and thus can be influenced by 

magnetic fields; they have “spin”. Spin explains Pauli’s exclusion principle and why atoms, or planets, 

don’t collapse in on themselves and matter feels “hard”. However, tunnelling also depends on 

“quantum coherence” such that an electron, proton, atom, or a group of atoms, exist in “quantum 

superposition” - in effect, it or they exist as a collection of all possible states. Another facet of this is 

“entanglement”, or as Einstein put it, “spooky action at a distance” – which describes the ability of two 

entangled particles to “know” the state of the other when one is observed, regardless of distance – 

instantaneously. This is known as “non-locality”, as encompassed by Bell’s theorem; this is a 

profound departure from classical physics. Bell’s inequality has now been tested repeatedly, and the 

most recent experiment does strongly suggest that quantum entanglement is entirely real [37]. From 

the quantum point of view, once entangled, two particles have to be regarded as the same entity, 

irrespective of distance. Thus entanglement is not only key to understanding reality, but is key to 

many current and future technologies, including quantum computing [38].  

However, when particles are observed, they appear in one particular state and thus display classical 

properties we associate with the everyday world. Thus to exist in a non-classical quantum state, they 

need to be isolated from external interference from the environment; as soon as this system interacts 

with it, it becomes “decoherent” and they would appear to behave as particles rather than probability 

waves; effectively they are being “observed” (a sort of Schrödinger’s cat condition). The more 

particles involved, the quicker the quantum state collapses – as maintaining a coherent state 

becomes increasingly difficult with increasing size due to interaction with the environment. This is why 

a tennis ball, although it can be technically be assigned a wave length, is always observed as a tennis 

ball; calculating its de Broglie wavelength, which is obtained by dividing the Planck constant by the 

ball’s momentum, is around 10
-34

 m, while that of an electron, with a rest mass energy of 0.511 MeV, 

at 1eV, is 1.2 nm. It is also why a cat does not exist in superposition; it is intimately coupled to its 

environment. The important message here is that microscopically, coherence is possible, not only for 

single entities, such as electrons, but also for larger groups of atoms – indicating that they can behave 

as one entity. But this state is rapidly lost via interaction with the wider environment; this is 

explainable thermodynamically, because most “environments” contain vast number of molecules that 

display randomness. This is why we view the world macroscopically. For a basic introduction to 

quantum physics, a good starting point is the 30-second quantum theory book, edited by Brian Clegg 

[39], or for a more detailed over-view, the free to down load text book: “Motion mountain – adventures 

in physics, volume IV, the quantum of change”, edition 28.1, 2016, by Christoph Schiller 
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(http://www.motionmountain.net/) is a good, but more in-depth reference. 

 

It is becoming clear that components of living systems use quantum principles, for instance, 

by absorbing light energy and transferring it across a series of molecules – a fundamental 

quantum process, where quantum entanglement can be viewed as a form of quantum 

superposition [40]. One of the factors that can influence coherence is the environmental 

temperature, as this indicates the energy of a particle, and thus its ability to interact with 

other components. The higher its energy, the more likely it is to disrupt it. For many years, it 

was thus thought that life was simply too “warm and wet” for coherence to occur.  As it now 

turns out, this is far from being correct, as life has actually tuned itself to use thermal 

vibrations to “pump” coherence, rather than disrupt it, which results in a phenomenon known 

as “quantum beating”. This effect has been detected in bacterial light harvesting complexes 

and essentially represents a coherent superposition of electronic states, analogous to a 

nuclear wavepacket in the vibrational regimen. In essence, the energy in light can be 

harvested very efficiently and transferred using wavelike resonance. There is thus a 

“goldilocks zone” to optimise efficiency; in effect, just the right amount of “noise” can result in 

enhanced “coherence” and “tunnelling” due to stimulating particular vibrational modes in 

proteins – so called exciton-vibrational coupling (vibronic coupling) [41-44]. For example, 

tubulin contains chromophoric aromatics molecules such as tryptophan, and thus may play a 

role in coherent energy transfer; key in this maybe their free pi electrons [45, 46]. Today 

long-range electron tunnelling is thought to occur in many proteins, and seems to be 

enhanced by particular molecules, such as the aromatics – which occur more frequently in 

oxidoreductases, which are key components of respiratory chains [47]. Crucially, it is now 

thought that electron tunnelling plays an important role in how mitochondria produce energy 

[48, 49] and ensures a tight coupling between electron flow and protonation via a process 

known as “redox tuning” [50]. In effect, electron tunnelling appears to be a pivotal component 

of mitochondrial function. It would be interesting to speculate on the role of temperature in 

this quantum effect: could temperature increase the ability to tunnel further, but disrupt 

coherence more readily? Is there a so called “sweet spot”? 

Certainly, it seems likely that quantum tunnelling and entanglement were essential for the 

beginnings of life, especially in relation to photosynthesis, allowing a greater spectrum of 

photons to be gathered and more efficient transfer of electrons [40, 51]. Indeed, many 

biomolecules may have been selected for their “quantum criticality”, and thus behave 

somewhere between an insulator and a conductor, so also potentially acting as charge 

carriers [52]. Practical examples include quantum effects used in bird navigation [53], an 

explanation of how photosynthesis works [41], and possibly, even olfaction [54]. The recent 
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discovery that lysozyme appears to demonstrate a “Fröhlich condensate” [55], when 

combined with concept that strong electro-magnetic fields generated by mitochondria could 

generate “water order”, and thus protect against decoherence [56], is perhaps further 

evidence. In fact, emerging mathematical models suggest that quantum coherence can be 

maintained for significant periods of time, orders of magnitude longer in complex biological 

systems than in simple quantum systems at room temperature – in effect the system can 

hover in the “Poised Realm” between the pure quantum and incoherent classical worlds [57].  

Thus, although computers may rely on quantum principles, life has been using them since 

the beginning, and what we see today is the result of billions of years of natural selection. So 

it appears that to fully understand biology, we have to embrace the quantum world, and this 

may begin to explain why life is generally so efficient. 

The quantum mitochondrion 

Clearly a lot more “quantum effects” are taking place in mitochondria than previously 

assumed. Certainly, the close association between ROS generation and the ETC, and the 

discovery of “mitochondrial oscillators”, which has enhanced the understanding of complex 

non-linear systems [58] – is highly relevant. Data suggest that mitochondria have evolved to 

generate energy at a “redox sweet spot”, where without too much stress, they can maximise 

energy production with minimal ROS, but if the ETC becomes either too reduced or oxidised, 

ROS signalling occurs – the so called “Redox-Optimised ROS Balance” (R-ORB) 

hypothesis; a key component of this is anti-oxidant defence [59]. The combination of 

increased ROS and increased ADP/ATP is a powerful signal for mitochondrial biogenesis 

and/or localised induction of production of ETC components. The latter effect is well 

described by the CoRR hypothesis (Colocation of gene and gene product for Redox 

Regulation of gene expression) [60]. In this instance, this would have a number of effects 

ranging from stimulation of growth, to a localised activation of uncoupling proteins (UCPs), 

which are activated by ROS; these are well described effects relating to redox [61].  

If electron tunnelling is so important in controlling electron flow through the ETC, does this 

indicate that other quantum effects may also be involved? Could “entanglement” be used to 

signal? For instance, during electron bifurcation, it has been suggested that the 

semiquinone-Rieske cluster can exist in a triplet state in complex III involving a spin-spin 

exchange; during this reaction, two electrons are taken from ubiquinol and sent in two 

different directions [62]. Interestingly, Marais and colleagues have proposed that as weak 

magnetic fields can reduce triplet products in photosynthetic organisms, a high-spin Fe2+ ion 

within the ETC can generate an effective magnetic field that can reduce ROS production. In 

effect, a quantum protective mechanism in photosynthesis [63]. If the triplet state can be 

used for bird navigation [53], could this hint that it is used in other biological processes as 
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well? The link between triplet states and fields is particularly interesting – suggesting that 

ROS could be signalling in more ways than we realised.  

But quantum effects are not just limited to electrons – proton tunnelling may be key in 

enzymatic reactions [64], while other small molecules can also be described by wave 

functions, for instance, calcium, sodium and potassium. This might mean that these highly 

important elements, for instance, in enabling action potentials, may also incorporate 

quantum effects, and may play a role ion channel selectivity; these ideas have been used to 

account for differences between those predicted by the Hodgkin-Huxley equation and what 

has been observed in neural circuits [65, 66].  

There is also one other area that field strength might modulate – and that is mitochondrial 

dynamics. Skulachev has suggested that fused mitochondria could act as “power cables” 

[67]; it is thus interesting that Reynaud has shown that mitochondria can be made to fuse 

using electric fields in vitro [68]. This would be in keeping with the ideas of Fröhlich about 

energy transfer involving vibronic coupling, in particular, between mitochondria and 

microtubules [69]. Certainly, it has been long known that electrics fields affect cell function 

and shape: calcium has a strong effect on the electrical energy transfer and transistor-like 

properties of microtubules [70]. It has also been suggested that differences in mitochondrial 

function in cancer alter electric fields, in particular, affecting water order and coherence – 

which could be involved in the disease process [71]. Cancer is clearly associated with 

changes in mitochondrial dynamics and ultrastructure [72]. Overall, it seems that 

mitochondrial fusion induced by mild stress or reduced nutrients tends to enhance oxidative 

phosphorylation, while too much stress, excess nutrients, disease and inflammation, 

including cancer, induces fragmentation which usually leads to mitophagy and reduced 

oxidative phosphorylation [73]. 

This might suggest a quantum control system. For example, too little energy production 

coupled to increased usage is indicated by an increase in the ADP/ATP ratio, which would 

be associated with increased ETC oxidation, which might initially reduce ROS, but the 

collapsing mitochondrial membrane potential (mΔΨ) might reduce quantum coherence. This 

might reduce quantum tunnelling efficiency, which could then lead to an increase in ROS. 

Hence, both calorie restriction and increased metabolic demand would generate an adaptive 

response (hormetic trigger) to improve mitochondrial function. As the mitochondrial potential 

is restored, and mitochondrial mass and/or efficiency increased, quantum tunnelling would 

become more efficient and ATP levels re-established and ROS minimised. Equally, if the cell 

is exposed to high levels of nutrients, but does not use much ATP, then the ETC would 

become highly reduced and the mitochondrion could hyperpolarise – in the presence of 

oxygen this might lead to a rapid flow of electrons through the ETC and the formation of free 
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radicals, which also effectively inhibit functioning. This points at a quantum coherence 

“sweet spot”, where the field strength has to be just right. An interesting possibility is that the 

sweet spot could coincide with a degree of mitochondrial fusion and alignment of the fields. 

Overall this means it is necessary to think “quantum” when viewing how mitochondria 

function; Figure 1 summarises the concept. 

 

Figure 1 legend: This figure summarises some quantum effects in biology: the green boxes represent those that 

appear to be established, the blue boxes those that that have been suggested to be involved, and the purple 

boxes some we believe might be involved. As living systems takes in energy in order to store and utilise 

information, so effectively using free energy to do work to create a highly ordered state that becomes more 

efficient and selectable by natural selection, it exports disorder, so maintaining the second law of 

thermodynamics. 

Panel A – proven and predicted quantum effects in biology from the literature: 1) Life evolved because of, and 

has incorporated basic quantum principles, such as entanglement and tunnelling [40, 74]; 2) aromatic 

compounds, such as tryptophan, have pi electrons that can delocalise, and can enable quantum effects [75]; 3) 

the first real evidence for quantum effects has come from the reliance of photosynthesis on electron tunnelling 

[41, 42]; 4) natural selection appears to have resulted in macromolecules tuned for quantum effects suggesting 

universal mechanisms of charge transport in living matter [52, 57]; 5) quantum beating has been detected in 

living systems, in particular, in photosystems, suggesting life is using quantum effects [41, 43, 46]; 6) over 40 

years ago Fröhlich predicted that that vibrational modes within proteins could condense leading to macroscopic 

coherence, this appears to have now been observed [55]; 7) tunnelling is now thought to be essential in both 

enzyme reactions and energy transfer, a quintessential component of the quantum world [47-51, 64, 76];  8) 

Figure 1. The quantum mitochondrion 
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bacteria live in colonies, often sharing electrons with different species, and it seems that electrons are 

“transported” over long distances – it would be surprising if tunnelling was not involved, and this sharing between 

archaea and bacteria is suggestive of this process being adopted in eukaryotes [47, 77-79]; 9) several groups 

now think that electron tunnelling is important  in the ETC [48-50]; 10) an important component of electron 

tunnelling is the existence of super-complexes – these now appear to exist in all orders of life, and are key in both 

photosynthesis and respiration [80-82]; 11) ion channels play a key role in the brain, and it has been suggested 

that ion conduction could be described using quantum principles [65, 66]; 12)  alterations in electric fields 

surrounding the mitochondrion could play a significant role in changing “water order” and be associated with 

disease states [56, 83, 84]; 13) long discussed theory that microtubules could be involved in resonant energy 

transfer and consciousness due to their quantum properties [45, 75];14) the nuclear spin properties of 

phosphorous utilised by transfer of quantum entangled pairs across the synapse in Posner molecules, so 

effectively acting as a “qubit” [85]. 

Panel B – some predictions of our own: 1) Coherence could be controlled by mitochondrial potential, which is 

turn could enhance quantum tunnelling of electrons (as well, as possibly, other coherence-dependent functions, 

such as enzyme function or ion channel status) – it could be biphasic as it could enhance efficiency (high ATP, 

low ROS), but if too high, it could start to hinder ATP by producing too much ROS. Thermodynamically it could 

initially aid in survival of the individual cell, then favour replication, and if necessary, induce cell death – thus 

would be hormetic; 2) it is now thought that a radical pair mechanism could be involved in avian navigation 

(effectively unpaired  quantum entangled electron) [53], which might suggest that if such entities were produced 

in the ETC, it could act as a signal – implying there is more to ROS than thought; 3) if we combine 2 & 3, then 

any shift in electron flow and/or proton flow, either via electron input, or use, in particular, availability of oxygen, or 

even cell shape, or damage, would rapidly generate a signal that could instantaneously control mitochondrial 

function; 4) the effect of mitochondrial dynamics would thus have to viewed in a new light, as it is possible that 

fusion could enhance a quantum-based signalling system throughout the entire cell, which would be altered by 

fission.  

Why stress (hormesis) is needed for optimal health  

When all of the above is put together it suggests that natural selection has worked over 

billions of years to incorporate all possible quantum efficiencies in response to stress and is 

based on the emergent behaviour resulting from the perturbation of a complex system. The 

captured information that enables this is encoded in DNA, which is the result of billions of 

cycles of informational storage, which might be explained by the informational cycle of 

Brillouin [86]. This means that although life can keep going without too much stress, it is very 

likely that its robustness will decrease if it is not perturbed, as a key factor maintaining 

structure, natural selection of efficient systems under stress, has been removed. However, 

with the right amount of stress, the most efficient system is maintained. A key marker for this 

is mitochondrial health, which plays a fundamental role in the ageing process. 

Recent published literature suggest that the human lifespan may be fixed, possibly at a 

maximum of around 125 years– with an asymptotic limit around 95 years [87-89]. However, 

the rate of ageing is modifiable leading to the current situation of “accelerated ageing” in an 

obesogenic environment [90]; key to this process is its association with  rising inflammation 
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[91-93]. On the other hand it opens up the possibility for “healthy ageing”. It has been long 

assumed that calorie restriction, which seems to suppress reproduction and increase 

longevity, improves somatic maintenance and suppresses excessive inflammation – possibly 

through resource reallocation [94]. However, it has also been suggested that it may not be 

simply about somatic maintenance per se, rather, calorie restriction-induced slowing of 

ageing is simply a secondary effect brought about by increased autophagy and apoptosis to 

divert resources to support reproduction [95]. Further data that the lifespan is fixed, but with 

a modifiable asymptotic span, comes from the discovery of the epigenetic clock [96, 97]. 

Thus although ageing does have a stochastic element, there is a good argument that it is 

programmed, and this is related to epigenetic control of development – and is an example of 

antagonistic pleiotropy, the so called “short-sighted” watchmaker hypothesis [98]. Some 

insight into this comes from the mitochondrion, which quite apart from controlling death, also 

controls the epigenome through Krebs’s cycle intermediates [99, 100], which is itself 

controlled by inflammation that can increase ROS production [101]. Interestingly, the longer 

lived a species is, the more efficient its ETC, which results in a lower production of ROS, 

requiring less investment in anti-oxidant mechanisms and DNA repair [102]. The key point 

here is that mitochondrial function does decline with age and seems to be related to a 

Muller’s ratchet mechanism amplifying damaging mitochondrial DNA mutations – and is 

matched by a down-regulation of genes involved in mitochondrial function, but an 

upregulation of innate immune genes [103]. Evidence does suggest a definite increase in 

somatic mtDNA heteroplasmy with age [104]. This of course suggests a very tight 

relationship between mitochondrial function, quantum efficiency, inflammation, and ageing. 

What is clear is that although the global average life expectancy has increased in the last 20 

years, the relative “healthy life expectancy” (HALE) has not kept pace. For instance, in the 

UK, from 1990 to 2010, male HALE at birth rose from 62.8 to 65.7, and female from 65.9 to 

67.9 years. In comparison, the absolute male life expectancy rose from 72.9 to 77.8 and the 

female from 78.3 to 81.9 years, respectively. In effect, although absolute life expectancy has 

increased by 6.3 and 4.4% in males and females, respectively, HALE only rose by 4.5 and 

3%, respectively, over the same time period. This is reflected globally, and seems to be 

mainly due to reductions in child and adult mortality, rather than years lost to disease – 

suggesting “morbidity expansion” [105]. In effect, although average global life expectancy 

has gone up, it does not seem to be due to an increase in HALE, and is certainly not 

approaching anything like that possible for a human. 

One key driver for morbidity expansion is lifestyle-induced inflammation which is known to 

alter mitochondrial function, leading to accelerated ageing. Reducing this might lead to a 

slowing of the ageing rate. The best way to achieve this is no doubt via introduction of 
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hormetic factors, such as exercise, and reduction of inflammation-inducing conditions, such 

as obesity. It has been long known that mitochondria play a key role in hormesis, as mildly 

stressing them induces a rebound adaptive response to improve their efficiency [106]. 

Inflammation, however, evolved to resist pathogens and invoke repair of damage and utilises 

mitochondrion to this end – changing their function to increase ROS [101]; this, by its very 

nature, initially destroys larger structures. Although a good inflammatory response is 

essential for survival, it can rapidly accelerate the ageing process if it becomes chronic. 

Thus, optimal health should not be viewed simply as an absence of disease, but rather as 

the induction of a more robust system that can more ably maintain homeostasis in the face 

of challenges. In effect, we suggest that hormesis selects for the most efficient ETC, which 

slows down a perhaps inevitable feed forward loop of inflammation-driven mitochondrial 

dysfunction. Of course, evolution also selected for the induction of an inefficient ETC during 

inflammation. In fact, it is now becoming clear that the development of an innate immune 

system, and programmed cell death is ancient, evolving in prokaryotes [107-109]. So the fine 

tuning of the ETC to optimise survival of a species is truly ancient, and is very likely to 

encompass basic quantum effects. For modern warm blooded animals, this could even 

include temperature itself.  

The inter-relationship and boundary between the coherent microscopic quantum realm, and 

the essentially decoherent macroscopic one could therefore be telling us a great deal. For 

example, the imposition of the decoherent environment onto a coherent one inside the 

mitochondrion would immediately change its state. It could be argued that this is in effect, 

hormetic. Induction of temporary decoherence in a system that normally relies on coherence, 

such at the ETC, would be a trigger to enhance adaptive function – for example, by creation 

of ROS. Thus aspects of mitochondrial function could be operating at the boundary between 

the quantum and classical world, where the environment modulates the outcome (i.e., 

decoherence). This might suggest that the mitochondrion could be acting as a sensor 

balanced between the two realms. Any change instantaneously alters its output. It is thus the 

interplay between the macroscopic world of decoherence and the microscopic world of 

coherence that determines mitochondrial function. 

In summary, the central precept for this paper is that humans evolved in a quantum universe 

and that quantum effects are pivotal for optimal function. Central to this is that the 

emergence of complex systems can only take place in the presence of perturbation, where 

evolution selected for the ability to take on and process information. In effect, life and 

intelligence could be said to be one and the same thing. With the emergence of life came 

competition, which coupled with environmental challenges and the relentless imposition of 

natural selection, led to the evolution of higher and higher orders of intelligence and 
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cognitive capabilities. Pivotal to this whole process was hormesis and its impact on 

mitochondria. Of course, a key survival strategy, besides adaptation, is the use of 

information to alter the environment, so providing a competitive edge. Humans reached this 

point 1000s of year ago suggesting that we should be living in good health throughout adult 

life. However, it seems that by making ourselves too comfortable and removing hormetic 

stressors, we are not achieving optimal mitochondrial quantum efficiency and thus are 

unable to achieve and maintain optimal health.  
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