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Misinformation and professional news on largely unmoderated platforms: the 
case of telegram
Aliaksandr Herasimenka , Jonathan Bright , Aleksi Knuutila, and Philip N. Howard

Oxford Internet Institute, University of Oxford, Oxford, United Kingdom

ABSTRACT
To date, there is little research to measure the scale of misinformation and understand how it 
spreads on largely unmoderated platforms. Our analysis of 200,000 Telegram posts demonstrates 
that links to known sources of misleading information are shared more often than links to profes-
sional news content, but the former stays confined to relatively few channels. We conclude that, 
contrary to popular received wisdom, the audience for misinformation is not a general one, but 
a small and active community of users. Our study strengthens an empirical consensus regarding the 
spread of misinformation and expands it for the case of Telegram.
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Introduction

The quality of news and information that individuals 
encounter online remains a source of critical con-
temporary concern. It is by now well documented 
that digital platforms facilitate the discovery of news 
content of varying quality, ranging from professional 
trusted news outlets to those promoting misinforma-
tion or outright propaganda (Lazer et al., 2018; 
Lewandowsky, Ecker, Seifert, Schwarz, & Cook,  
2012). Such misinformation has potentially toxic 
implications for trust in public institutions, science 
and indeed democracy. In many countries, digital 
misleading information 1 is linked to intensified 
political conflict, heightened ethnic tensions and 
resulted in crises while weakening confidence in 
democratic institutions and electoral outcomes 
(Bradshaw & Howard, 2018). Misinformation may 
also have the power to set the wider news agenda and 
hence shape public discourse as a whole (Vargo, 
Guo, & Amazeen, 2018). The fact that misleading 
information sometimes seems to outperform facts 
on social channels (Vosoughi, Roy, & Aral, 2018) 
has led many to call for platforms to intervene in the 
news environment to limit the spread of misleading 
information (Donovan, 2020).

One of the major responses to the spread of mis-
leading information by the companies that own 
mainstream digital platforms was to increase their 

efforts to regulate and moderate users’ content. 
Moderation of user content such as posts and com-
ments, whether on the websites of news organiza-
tions or on social media platforms, has become one 
of the prominent areas of debates within digital 
journalism (Bechmann, 2020; Masullo & Kim,  
2020). However, the wide variety of what might be 
described as “fringe” or “alt-tech” equivalent of 
mainstream social media (Freelon, Marwick, & 
Kreiss, 2020; Zelenkauskaite, Toivanen, Huhtamäki, 
& Valaskivi, 2021) – platforms such as Gab, Minds, 
Parler or Telegram – have less developed and active 
systems of content moderation.

One of the most common assumptions is that 
such largely unmoderated platforms have few com-
munity norms or are run by technology companies 
that put little effort into content moderation, and as 
such are most likely to see a flourishing of misin-
formation. Consequently, these platforms can be 
viewed as places where mainstream platforms’ 
norms and regulations can be “evaded” (Vasu, 
Ang, Terri-Anne-Teo Jayakumar, Faizal, & Ahuja,  
2018). Indeed, the producers of misleading content 
may deliberately migrate to such places when they 
are removed from more mainstream platforms as 
a result of moderation decisions, thus fragmenting 
their presence online (Rogers, 2020). This creates 
critical challenges for effective rebuttal of 
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misinformation: as Lewandowsky and colleagues 
(2012) have argued, the fragmentation of society 
on the internet is one of the factors that make 
misinformation so resilient. Under-moderated 
platforms have also become a growing concern for 
professional media organizations as journalists 
partly give up their gatekeeping function to plat-
forms (Ferrucci & David Wolfgang, 2021) that are 
not necessarily ready (or sometimes willing) to pick 
up this responsibility.

Consequently, research attention is starting to 
turn to these largely unmoderated platforms. 
Previous studies of misleading information on lar-
gely unmoderated platforms have primarily focused 
on WhatsApp, an app used chiefly as a messaging 
service. These studies have commonly examined 
a relatively small number of public groups used by 
political actors (Narayanan et al., 2018; Treré, 2020). 
For instance, Garimella and Eckles (2020) found that 
10% of shared images in Indian public groups on 
WhatsApp during the 2019 general election con-
tained misinformation (see also Reis, Melo, 
Garimella, & Benevenuto, 2020). Gab, a platform 
with an audience smaller than WhatsApp and con-
sidered largely unmoderated, was found to be domi-
nated by extremist political voices (Zhou, Dredze, 
Broniatowski, & Adler, 2019).

In this article, we investigate the extent to which 
misinformation genuinely flourishes on largely 
unmoderated platforms by exploring perhaps the 
largest of them in terms of audience (at least among 
those that enable public access to pages or groups 
so that everyone can follow them) – Telegram. 
While arguably a largely unmoderated platform 
(Rogers, 2020), it is nevertheless widely used: 
Telegram reported its global audience as more 
than 500 million users at the time of writing 
(Durov’s Channel, 2021). This is a larger audience 
than that of Twitter, which has around 350 million 
users (Kemp, 2020). While Telegram is perhaps 
best known as a messaging service that is similar 
in its functionality to WhatsApp, it is an important 
venue for news consumption due to its one-to- 
many broadcasting affordances. In some countries, 
such as Singapore, it has become one of the most 
popular digital platforms for news consumption 
(Lou, Tandoc, Hong, Pong, & Sng, 2021).

In addition to being a place where people con-
sume news, Telegram has often been highlighted as 
a venue where misinformation spreads easily, 
partly driven by its relatively lax approach to con-
tent moderation (Luk et al., 2020; Ng & Loke, 2020; 
P & Ma, 2020). Indeed, some researchers have 
argued that misleading content, hate speech and 
radical content are allowed to exist there “without 
opposition from alternative viewpoints” (Freelon 
et al., 2020). Others suggested that “the absence of 
moderation” on Telegram increases “likelihood of 
users’ radicalization” (Urman & Katz, 2020), with 
some describing this platform as one of the “dark 
corners of the internet” (Rogers, 2020) or even an 
“enemy of democracy” (Owen, 2019; Treré, 2020).

There are concerns that Telegram’s role in the 
media system of mature democracies and its mod-
eration policy enabled extreme groups to flourish 
on this platform. For example, previous research 
showed that Telegram had become a refuge for UK 
and US-based extreme political celebrities and 
commentators (Knuutila, Herasimenka, Bright, 
Nielsen, & Howard, 2020). Articles from sources 
linked to British far-right activist Tommy 
Robinson, for example, have been shown to receive 
more than twice the number of views than articles 
from the Daily Mail, a popular mainstream 
English-speaking tabloid paper (Knuutila et al.,  
2020). Other studies also demonstrated that far- 
right activists from Germany, the UK and Sweden 
used Telegram to organize and disseminate infor-
mation (Davey & Davey, 2020). Rogers (2020) 
argued that extreme political activists use 
Telegram for broadcasting rather than recruiting.

However, while such actors undoubtedly exist on 
the platform, what is thus far absent from the 
literature is a systematic investigation of how big 
the problem of misleading information is on 
Telegram compared to the prevalence of profes-
sional news. This is the gap we seek to fill in this 
article. Our research question is simple:

RQ: Are misleading information producers more suc-
cessful than professional news producers on Telegram?

Our work is structured as follows. In the theory 
section, we review existing work on misleading 
content distribution and elaborate hypotheses 
about why this content might be more successful  
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than professional news – and what “successful” 
means. Following this, we describe our methods 
and dataset, which consists of around 200,000 pub-
lished on Telegram in 2018 and 2019. We then 
present our results. Rather than finding that 
Telegram is simply awash with misinformation, 
our analysis instead suggests a more nuanced pic-
ture, showing how a largely unmoderated platform 
has been integrated into professional media ecolo-
gies where leading media organizations appear to 
be able to compete for wider audiences with mis-
leading sources and to win this competition. We 
show that trusted professional news content can 
dominate political information compared to 
sources that occasionally spread misleading content 
even when moderation is minimal.

We argue that the established view of largely 
unmoderated platforms as vast breeding grounds 
for misinformation actors is unsustainable and 
should be evaluated on a case-by-case basis for 
each particular platform and media system. 
Indeed, misinformation is present on unmoderated 
platforms. However, the requirements for the reg-
ulation and moderation of user content should be 
applied based on the evaluation of affordances for 
misinformation spreading, while the students of 
misinformation should pay greater attention to 
the agency of users who spread misinformation.

Theorizing distribution of misleading content

Misinformation comes in many forms. However, 
incorrect information presented in a news-like for-
mat online is one of the ones that currently causes 
the most concern (Lazer et al., 2018; Neudert, 
Howard, & Kollanyi, 2019). This type of misinfor-
mation has the appearance of professional news 
with references to credible sources, as well as head-
lines written in a news tone with time and location 
stamps. However, while professional news outlets 
“adhere to the standards and best practices of pro-
fessional journalism, with known fact-checking 
operations and credible standards of production 
including clear information about real authors, edi-
tors, publishers, and owners” (Neudert et al., 2019, 
p. 6), misleading sources often contain “deceptive 
and incorrect propaganda purporting to be real 
news” (Neudert et al., 2019). Neudert and 

colleagues defined this type of misleading informa-
tion as “junk news.” Indeed, much contemporary 
misinformation has also been described as “fake 
news” – though this term often appears to function 
more as a political accusation than a well- 
operationalized concept. In this way, contemporary 
misinformation is semi-parasitic on the existing 
news environment: mimicking its form and profit-
ing from its established set of values and credibility 
(Waisbord, 2018).

In this paper, we address the question of whether 
misleading content producers are more successful 
than professional news producers on Telegram. 
There are several different ways to operationalize 
the idea of “success,” such as analysis of how often 
duplicates – repeated content – appear in online 
communities (Zelenkauskaite et al., 2021). 
A combination of platform affordances distinct to 
Telegram – an ability to collect information on 
views for each piece of content in channels, as 
well as the ability to construct large and more 
comprehensive datasets – prompted us to focus 
on three criteria for success: whether links to 
a source are viewed more often, whether these 
links are shared more often, and whether commu-
nities they are shared in are more active as content 
contributors. We will discuss each of these in turn 
below.

On a platform, a view occurs whenever 
a piece of content appears on screen for a user. 
While not all views will be associated with the 
user noticing and internalizing the content, we 
know that the user cannot be affected by the 
content if they do not view it. There are some 
reasons to expect that misleading sources ought 
to be viewed more than professional news. First, 
misleading content is often packaged in sensa-
tional, simplistic and emotional formats which 
are designed to capture attention (Mustafaraj & 
Metaxas, 2017; Neudert et al., 2019; Yeo & 
McKasy, 2021). Misleading content producers 
are not constrained by fact-checking and hence 
can design news stories and headlines to be as 
eye-catching and appealing as possible. The 
emotive nature of many misleading stories is 
especially important because content emphasiz-
ing emotions (often negative) is often more 
widely viewed on social media (Berryman & 
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Kavka, 2018). This may help explain why they 
appear to spread more widely. In addition, mis-
leading sources often adopt a “clickbait” style of 
presentation (Mustafaraj & Metaxas, 2017), 
wherein the article’s title does not reveal the 
full facts of a story but instead encourages peo-
ple to click on it (Chen, Conroy, & Rubin,  
2015). Again, such a style can help boost the 
views of a particular piece. These lines of think-
ing lead us to develop our first hypothesis: 

H1: If posts contain a link to known sources of 
misleading information, they will attract more 
Telegram views than posts with links to profes-
sional news sources.

In addition to operationalizing success 
through views, we can also consider the act of 
content sharing – when a user decides to actively 
redistribute the information by reposting it in 
their own channel(s). News consumption and 
news sharing are different activities, and 
a diversity of processes may drive them (Bright,  
2016; Trilling, Tolochko, & Burscher, 2017). 
While consumption is a mainly private activity, 
news sharing is a public one that links an indi-
vidual to the ideas and values being expressed in 
the news.

There are reasons to think that the act of sharing 
might be more likely to occur when misleading 
sources are involved. First, audiences can perceive 
misleading sources as more novel than professional 
news, and novelty has been shown to drive sharing 
behavior (Bright, 2016). Second, as noted above, 
misleading content is often sensationalist and has 
a highly emotional tone. In addition to driving 
news reading, such a style has also been shown to 
drive news sharing behavior (Kilgo, Lough, & Riedl,  
2020). Third, misleading content is often hyper- 
partisan, clearly favoring one side. Existing work 
has shown that strong partisan appeals can drive 
news sharing behavior, as this allows people to 
demonstrate their group identity (Wischnewski, 
Bruns, & Keller, 2021). Finally, those producing 
misleading content may be more likely to incorpo-
rate networks of trolls or bots to boost the number 
of times it is shared (Howard, 2020; Shao et al.,  
2018). This line of thinking leads us to develop 
our second hypothesis: 

H2: If posts make use of known sources of misin-
formation, they have a higher probability of being 
shared on Telegram than posts making use of pro-
fessional news sources.

Another way to consider content producers as 
successful is to compare the numbers of online 
communities where users actively share their con-
tent. A wide variety of work on other platforms has 
shown that misleading content sharing is concen-
trated in specific communities of individuals rather 
than spread more widely (Grinberg, Joseph, 
Friedland, Swire-Thompson, & Lazer, 2019), and 
that these individuals cluster together into commu-
nities (Bessi et al., 2015). While this might mean 
that it remains a minority pursuit, research has 
suggested that the exposed individuals might be 
more deeply affected and more polarized from the 
rest of society (Del Vicario et al., 2016). In these 
communities, individuals may actively contribute 
to the problem of misinformation by deliberately 
sharing news that they know to be false or mislead-
ing just to please others or advance their own 
political agenda (Chadwick, Vaccari, & 
O’Loughlin, 2018). Again, this may be motivated 
by partisan considerations (Osmundsen, Bor, 
Vahlstrup, Bechmann, & Petersen, 2021). In this 
way, misleading content can be seen as a kind of 
“collaborative work” (Starbird, Arif, & Wilson,  
2019). This collaborative work results in signaling 
the importance of misleading content to a wider 
social network, and this network might appear to 
pay more attention to this content than to informa-
tion shared by a credible source (Bakshy, Messing, 
& Adamic, 2015).

Channels are key public venues through which 
information can be disseminated and networks of 
users are linked to each other on Telegram. 
Channels enable a broadcasting mode of commu-
nication when their administrators share posts that 
can be viewed but not interacted with by their 
audience (in 2020, a few interactive options such 
as comments were added to Telegram channels). 
The reliance on channels as a key public broad-
casting venue restricts the virality of information 
shared on this platform because users cannot see 
what their “friends” have publicly shared (Urman, 
Ho, & Katz, 2020). In contrast to other social media 
platforms with Facebook-style friend-focused 
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timelines, the followers of Telegram channels are 
more likely to see individual posts. Therefore, the 
work of a few individuals involved in spreading 
misleading messages through Telegram channels 
can have a potentially higher impact compared to 
similar activities on other platforms with Facebook- 
style timelines. This can further motivate them to 
remain active contributors of misleading content. 
The above reasoning leads us to develop our third 
hypothesis: 

H3: If a channel has a high proportion of mislead-
ing sources shared by users, the channel will be 
highly active, with a greater reach of its posting.

Just a few active sources of misleading content 
can contribute to the majority of all misleading 
information spread on a popular social platform 
(Hindman & Barash, 2018). For example, in one 
large-scale study in the US, misinformation sources 
“received about 13% as many Twitter links as 
a comparison set of national news outlets did, and 
37% as many as a set of regional newspapers” 
(Hindman & Barash, 2018). This suggests that clus-
ters where misinformation is shared could be less 
numerous than clusters where predominantly pro-
fessional news sources or other credible informa-
tion circulate.

In addition, these misinformation clusters are 
often divided into smaller communities along 
ideological and national lines. For example, 
Urman and Katz (2020) have shown that the 
structure of a far-right network on Telegram – 
groups that were often involved in sharing mis-
leading content – was divided into several dis-
tinct communities, which replicated their 
structures on other platforms (Froio & Ganesh,  
2019). Moreover, these clusters normally occupy 
a relatively small proportion of a platform net-
work-at-large (Cinelli, Cresci, Galeazzi, 
Quattrociocchi, & Tesconi, 2020). Reduced sizes 
of misinformation clusters can be explained by 
the processes of “motivated reasoning” which 
can lead individuals to seek out and accept 
information compatible with their beliefs, thus 
making them more susceptible to disinformation 
which appeals to their position (Flynn, Nyhan, & 
Reifler, 2017; Lodge & Taber, 2013). Such infor-
mation often appears in smaller restricted social 

media communities. Hence, the audiences of 
misinformation clusters can represent relatively 
closed communities with fewer channels present. 
This has brought us to the fourth hypothesis 

H4: Misleading sources are confined to a smaller set 
of channels than professional news sources

Methodology

The study is based on an open-access dataset that 
includes 317 million Telegram messages sent to 
28,000 public Telegram channels between 2015 
and 2019 (Baumgartner, Zannettou, Squire, & 
Blackburn, 2020). Telegram does not have 
a central directory of all channels. Hence, the 
researchers who created the dataset used 
a snowball method; they started with a list of 250 
English-language channels. Some of those united 
users who preferred discussing politics; other topics 
local news or crypto-currencies. They then identi-
fied more channels and groups by looking at those 
from which posts had been shared.

Out of this dataset, we focused on messages 
covering the most recent yearlong period available 
in the dataset – from October 1, 2018, to 
September 30, 2019. This period is most relevant 
for our research aims. Before this, English-speaking 
audiences of Telegram were smaller, while the pro-
blem of misinformation was not so prevalent, with 
many actors spreading misleading content having 
not yet been “purged” from mainstream social 
media platforms (Rogers, 2020) and thus not focus-
ing their attention on largely unmoderated alterna-
tives like Telegram. The dataset contained 
24.7 million messages from this period. For our 
analysis, we extracted all messages that contained 
hyperlinks to any website, which was 6.8 million 
messages. We focused only on content that was 
posted in channels rather than groups. Using 
these posts, we can assess the distribution of both 
misleading and professional news sources.

We excluded from the analysis content that con-
tained short Uniform Resource Locators (URLs) 
such as bit.ly. The five most popular link shorteners 
represented about 7% of all links on Telegram 
channels in our sample. This does not include 
branded short URLs used by the professional 
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sources, such as bbc.in, that we included in the 
analysis. We analyzed a random sample of 10,000 
bit.ly URLs – the most prominent link shortener – 
and found that very few of them referred to the 
sample we analyzed. The only domain from the 
sample was infowars.com, which was linked 83 
times. Previous research has found that a set of 
the most popular websites pointed to by short 
URLs is likely to remain stable over time 
(Antoniades et al., 2011). In addition, other studies 
have demonstrated that some shortened links could 
expire, start redirecting to a new location, or the 
shortener service stop functioning (Walker & 
Agarwal, 2016). Hence, we believe that attempting 
to expand the short URLs is not likely to improve 
the validity of our data substantially.

For the lists of professional news and misleading 
sources, we relied on curated lists also used by Pierri 
and colleagues (2020). See Appendices A1 and A2 
for the full lists and their descriptive statistics. 
These lists have been maintained since 2016, when 
they were composed to study misleading informa-
tion during the US election. It contains websites 
that have also been featured in several other studies 
(e.g. Grinberg et al., 2019; Shao et al., 2018). Within 
this list, professional or mainstream sources were 
defined as reliable news that mentioned “factual, 
objective and credible information” (Pierri et al.,  
2020), while misleading sources are defined as 
ones that contain “misleading content, false and/ 
or hyper-partisan news as well as hoaxes, conspi-
racy theories, click-bait and satire.” We reviewed 
the list of misleading sources and removed websites 
dedicated to humor and parody which had origin-
ally been included. This resulted in a list of 94 
misleading sources (Claim Sources, 2020).

The professional news sources list consisted of 14 
“US most trusted news sources” composed by the 
Pew Research Center (Mitchell, Gottfried, Kiley, & 
Matsa, 2014) based on survey results of US audi-
ences. It features prominent domestic media outlets 
and international sources visible in the US, such as 
the BBC. We selected only those sources main-
tained by media organizations that the US audience 
viewed as highly trustworthy: according to the sur-
vey, at least twice as many people trusted than 
distrusted them. This ensured that we could con-
trast the selected professional sources to sources 
disseminating false or incorrect narratives. Most 

of these sources were also featured in multiple 
other relevant lists as, for example, most visited 
news sources by the US population in the yearly 
Reuters Institute Digital News Reports.

The list of professional sources appears shorter 
than the list of misleading sources. Yet we have 
chosen adopt this approach as it is a widely used 
collection featured in other studies on misleading 
online information (Grinberg et al., 2019; Pierri 
et al., 2020). Moreover, we could expect that the 
scale of news organizations that maintain profes-
sional news sources will give them an advantage 
due to the volume of URLs they produce every day, 
the recognition of their brand, as well as their reach 
across the internet. For example, almost all of the 
professional sources in our sample reached between 
9%-19% of the US audience, while the most promi-
nent misleading source according to Reuters 
Institute’s study (Newman, Fletcher, 
Kalogeropoulos, & Kleis Nielsen, 2019), Breitbart, 
reached only 7% of the audience, with many of the 
other sources reaching an even smaller percentage of 
the US audience. Hence, while it is always possible to 
think of an alternative configuration of the profes-
sional sources list, this exercise would likely capture 
a very similar range of trusted news organizations.

There are several principal measures in our 
study. First, we analyzed views – the approximate 
number of users who saw a post from any device. 
Multiple views by the same user are grouped as 
a single view provided that they are within a four- 
day period. If a user sees a post again after four 
days, Telegram counts this as another view 
(Telegram.org, n.d.). When a post is shared from 
one channel to another, views from all channels are 
added to the post’s count of views.

We also examined whether a post has been 
shared from one channel to another. The 
Telegram Application Programme Interface (API) 
does not offer a share count for individual posts. 
However, each post that has been shared includes 
metadata containing a unique identifier for the 
original post. Hence, we were able to calculate the 
number of shares each post has received within the 
channels in the dataset. We also recorded the num-
ber of participants in each channel: the number of 
people who have subscribed to receive updates. Just 
like with shares, this data point comes from the 
Telegram API. For every channel, we also 
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calculated the indicator of “reach,” defined as the 
number of views per subscriber, to describe how 
actively the subscribers were following the chan-
nel’s content.

Descriptive statistics for the dataset can be found 
in Table 1. Only 3% of the posts with hyperlinks in 
them contained links to either the professional news 
or misleading sources in our study: the majority 
linked to other websites, mostly in other languages 
such as Farsi, Russian and Arabic. The average post 
with a link to a professional news source in our 
dataset was viewed over 180 times, and a post with 
a misleading source was viewed 1,729 times, though 
this variable is highly skewed. Few of the posts we 
studied were ever shared. The average channel had 
a little over 11,000 participants.

Results

Our analysis involves a series of linear and logistic 
regressions, reported in Tables 2–3. Each regression 
has fixed effects for the year, month, and day of the 
week of the post, as many of our dependent vari-
ables are likely to be sensitive to temporal patterns 
in online activity. For all regressions, we checked 
normality of the dependent variable, variance infla-
tion factors for evidence of multicollinearity, plots 
of residuals versus fitted values and checked for the 
presence of outliers in the data. The diagnostics 
suggested using robust standard errors, which 
have been employed throughout (we used HC1 
robust errors), and the log transformation of all 
numeric variables that enabled good approxima-
tion with normality (variables were incremented 
by one before transformation).

We begin our analysis by addressing Hypothesis 
1, that posts containing a link to known sources of 
misleading information will attract more Telegram 
views than posts with links to professional news 
sources. Table 2 reports a linear regression where 

the dependent variable is the log of the number of 
views of an individual post on Telegram (Model 1). 
The key independent variable is Source Type: 
Professional (the reference level) or Misleading. 
We can see that misleading sources typically 
received fewer views per post than professional 
ones (14% less). Hence, Hypothesis 1 is not 
supported.

We will now move to Hypothesis 2, that posts 
that make use of known sources of misinformation 
have a higher probability of being shared on 
Telegram than posts making use of professional 
news sources. This is also addressed in Table 2. As 
the outcome variable in this model is categorical, 
we use logistic regression and ask whether the 
chance of being shared was different between pro-
fessional and misleading sources (Model 2). 
Notably, posts that contained a link to 
a misleading source were on average much more 
likely to be shared than posts with their profes-
sional counterparts (over four times more likely). 
Hence, Hypothesis 2 is supported.

We now move onto our third Hypothesis, which 
is that if a channel has a high proportion of mis-
leading sources shared by users, the channel will be 
highly active. We address this in Table 3 that 

Table 1. Descriptive statistics.
Professional News Misleading Total

Posts 126,515(62%) 76,056(38%) 202,571
Mean SD

Views 180.55 1,729
Shares 0.02 0.19
Channel participants 7,701 35,753

Source: Authors’ calculations based on data collected.

Table 2. Linear model of views per post (M1) and logistic model 
of whether the post was shared (M2).

M1 Views M2 Shared

(Intercept) 0.08*** 0.00
Source Type
Professional (reference) 1.00 1.00
Misleading 0.86*** 4.17***
Participants Count (log) 2.24*** 0.34***
Share Count (log) 14.11***
View Count (log) 6.01***
N 202,571 202,571
Adj.R2 0.81
McFadden Adj.R2 0.49

Note: All coefficients are exponentiated. ***p < .001. 
Source: Authors’ calculations based on data collected.

Table 3. Linear model of reach for different types of Telegram 
channel.

M3.1 Reach M3.2 Reach

(Intercept) 1.50*** 1.48***
Misleading 1.18***
Proportion of Misleading Sources 1.34***
Number of Posts in Channel (log) 1.79*** 1.81***
N 1,377 1,377
Adj.R2 0.71 0.72

Note: All coefficients are exponentiated. ***p < .001. 
Source: Authors’ calculations based on data collected.
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presents two further linear regression models. Each 
one looks at the reach of sources posted in 
Telegram channels in our study. Reach is defined 
by the number of the views of posts in a channel 
divided by the number of participants. It offers 
a good measure of how active these channels were.

Model 3.1 considers the reach of channels that 
had misleading sources shared within them com-
pared to other channels. We can see that chan-
nels with misleading sources were about on 
average 18% more active than other channels. 
If we examine the proportion of sources in the 
group (Model 3.2), we can see that as the pro-
portion of misleading sources in a channel goes 
up, so does the activity level of the channels: 
a channel with 100% of all its sources being 
misleading would be about 34% more active on 
average than a channel without any misleading 
sources. Both models offer support to 
Hypothesis 3.

We now move on to our fourth and final 
Hypothesis, that misleading sources are confined 
to a smaller set of channels than professional news 
sources. This is addressed in Table 4, which pre-
sents a breakdown of statistics of different types of 
posts observed according to the sources contained 
within them. We can see that professional sources 
appeared in approximately three times as many 
Telegram channels as misleading sources. 
Nevertheless, if a channel shared links to mislead-
ing sources, such sources would like to appear in 
this channel again and again, meaning that they 
had a higher rate of shared posts per channel. 
Hence, Hypothesis 4 is also supported.

Conclusion

This study addressed a key area of misinformation 
research – the proliferation of misleading sources 
on digital platforms compared to professional news 
sources (Freelon & Wells, 2020; Howard, 2020). We 
focused on Telegram – one of the fastest-growing 

platforms that combines the affordances of messen-
gers and broadcasting social media like YouTube 
and Twitter but historically conducted relatively 
little regulation of its content.

We found that although links to known sources 
of misleading information were shared more often 
than links to professional news sources, misleading 
content did not attract more Telegram views than 
posts with links to professional news. We also 
found Telegram channels that had a high propor-
tion of misleading sources were more active, with 
a greater reach of their posts, than those sharing 
links to professional news. However, misleading 
sources were confined to a smaller set of channels 
than professional news sources overall.

Several important conclusions can be derived 
from our findings. First, contrary to a widespread 
image contracted by non-systematic observations, 
our research demonstrates that not all largely 
unmoderated platforms have become toxic envir-
onments where misinformation outperforms pro-
fessional news. We showed that on Telegram, the 
audience of US-focused professional news sources 
was potentially more extensive than the audience of 
US-focused sources that shared misleading content, 
though misinformation activity might still outper-
form in terms of content shares. This clarifies the 
emerging literature on Telegram that indeed 
showed that misinformation is present on this plat-
form (Rogers, 2020; Urman & Katz, 2020). 
However, the scale and the reach of this informa-
tion seem to be less dramatic than is frequently 
portrayed by pundits and commentators. This 
point also has important theoretical implications. 
Previous studies have argued that misleading infor-
mation has the potential to reach a larger audience 
due to its sensationalized nature. The data pre-
sented here challenges this theory, showing that, 
while misleading information can enjoy success, 
high-quality news seems to be more successful 
even in a largely unmoderated platform. Future 
work may consider how other ‘news values’ (such 
as authority and reputation) still carry weight in the 
contemporary information society.

Second, platforms without one of key precondi-
tions for content virality – algorithmically curated 
timelines – can still see misinformation dissemi-
nated virally. We found that misleading sources 
were shared on Telegram more often than 

Table 4. Number of distinct Telegram channels for different 
types of a post.

Source Type Posts, n Distinct Channels Posts Per Channel

Professional 126,515 1,258 100.57
Misleading 76,056 435 174.84

Source: Authors’ calculations based on data collected.
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professional news, and communities with links to 
misleading information were more active content 
contributors than communities with trusted infor-
mation. These results are also consistent with pre-
vious research on user engagement with misleading 
information compared to professional news on 
other platforms like Facebook or Twitter that 
showed that the total audience of misleading 
sources was typically smaller but was more engaged 
(Au et al., 2020). This supports an existing theory 
which proposes that users consuming misinforma-
tion are potentially more deeply affected by the 
news than their mainstream counterparts (Del 
Vicario et al., 2016).

A closer look at the affordances and the plat-
form’s design helps explain how the communities 
of active disseminators of misleading content func-
tion. Unlike Facebook or YouTube, Telegram offers 
no algorithmic timeline or recommendations, 
which could surface content to users who are not 
subscribed to particular channels. However, despite 
the absence of the algorithmic curation of content 
that encourages the viral spread of information, 
Telegram misinformation communities managed 
to disseminate content across their network 
through sharing content with links to misleading 
sources. One of the most commonly-proposed 
solutions to misinformation on social media is to 
curb the power of platform owners to encourage 
the virality of content on their algorithmically 
curated timelines (Caplan, Hanson, & Donovan,  
2018). However, our research shows that misinfor-
mation can be virally distributed even on platforms 
without an algorithmic timeline if active commu-
nities are involved in spreading such content.

Third, our findings correspond to previous 
research suggesting that a few active sources of 
misleading information can contribute to the abso-
lute majority of all such information distributed on 
a platform (Cinelli et al., 2020; Hindman & Barash,  
2018); indeed, similar research has been conducted 
in other domains of online life such as comments 
under news articles (Zelenkauskaite & Balduccini,  
2017). The processes of motivated reasoning can 
account for the existence of these normally tiny but 
active communities (Flynn et al., 2017; Lodge & 
Taber, 2013). However, we should be cautious 
about these active misinformation distributors – 
previous research identified that information from 

such communities can spread far beyond their 
restricted audiences. Urman et al. (2020) found in 
their study of Telegram protest networks that smal-
ler groups and their leading users can be very influ-
ential in linking an information network to the 
outside world, as well as helping to build large 
cohesive communities. Like these protest networks, 
Telegram communities that build their media ecol-
ogy around misleading sources can potentially 
build larger networks or spread information with 
a greater speed. These findings emphasize the role 
of user agency rather than algorithm-related affor-
dances in the battle between professional and mis-
leading news on digital platforms.

Limitations and Future Research

The dataset we analyzed did not claim to be com-
prehensive: there were likely many more than 
28,000 public Telegram channels and groups in 
existence at the time. Access to comprehensive 
and complete datasets appears to be a common 
limitation for studies based on social media data. 
The issue of completeness has long been recognized 
as a significant challenge for researchers studying 
communication (Lacy, Watson, Riffe, & Lovejoy,  
2015). Indeed, “obtaining a uniform random sam-
pling may be difficult or impossible when acquir-
ing” this data (Olteanu et al., 2016). A common 
approach for testing completeness is to compare 
several datasets. However, since the dataset used 
was the largest available during our study, we had 
to limit our analysis to the data on-hand.

There are good reasons to be confident that our 
dataset contains the most important English- 
language public Telegram channels. By progressively 
adding more channels and groups through their 
snowballing method, the creators of the dataset 
reduced the likelihood that any large venue is miss-
ing, as messages from larger venues would eventually 
be shared to one of the channels and groups already 
in the list. The dataset also contains many channels 
that are relatively small: 14.8% have fewer than 100 
followers, and 52.6% have fewer than 1,000 followers 
(Baumgartner et al., 2020, p. 844). This indicates that 
the snowballing approach did not prioritize larger 
channels to the exclusion of smaller channels. Still, 
we must stress that our sample is limited to those 
communities discovered by crawling, and therefore 
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might overlook some smaller channels. In addition, 
it could also be beneficial to use multiple lists of 
sources to replicate the analysis, providing 
a valuable avenue for future research.

Another limitation of our work is that we limited 
our analysis to exposure to information alone, and 
it lacks other metrics of impact, which could pro-
vide a different picture. For example, we are not 
able to determine if misinformation is more per-
suasive than the high-quality sources we study, or if 
the misinformation identified in this sample goes 
on to propagate further on other social platforms 
beyond our scope. Indeed, while Telegram is some-
times labeled a “fringe” platform, recent research 
has started to question the extent to which it is 
really disconnected from the rest of the media 
environment (Zelenkauskaite & Niezgoda, 2017; 
Zelenkauskaite et al., 2021). Hence, when other 
impact metrics are available, it could be possible 
to reassess the impact of the misinformation we are 
studying.

Further inquiries should examine the profile 
of those users who are engaged in misinforma-
tion sharing on largely unmoderated platforms, 
especially the most productive users described 
by Graham and Wright (2014) as “supersprea-
ders.” Telegram does not offer many tools for 
quantitative analysis of user profiles; additional 
analysis of this type may be beneficial in this 
regard. This could address questions like 
whether these users are more loyal audiences 
of misleading information producers compared 
to professional news and what drives them. Our 
research was limited to a single year period on 
one largely unmoderated platform. Further stu-
dies should test these results for similar plat-
forms, as well as investigate the role of timing 
considering the rapid growth of the audiences 
of largely unmoderated platforms. Finally, by 
expanding both the list of professional news 
and the list of misleading sources under inves-
tigation, future research can avoid a limited 
focus on a single country case within a limited 
period. A study that would focus on the audi-
ences beyond the US and beyond the English- 
speaking context could also further clarify and 
test our results.

Notes

1. There is no consensus on a fixed definition of 
misleading information (Ecker et al., 2022; Pierri 
et al., 2020). Differing definitions are in use 
including the term disinformation, which is 
often specifically used for the subset of misin-
formation that is spread intentionally, and more 
research is need into the effects of differing 
terminology (Ecker et al., 2022). Hence, we do 
not draw a sharp distinction between different 
types of inaccurate, false, or deceptive informa-
tion. We use the term misleading information as 
an umbrella term referring to any information 
that turns out to be inaccurate or false.
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Appendix A1. URL Statistics, Misleading Sources

Domain Unique Views Sum of Subscribers Total Messages Shared Messages Total Channels

infowars.com 3461209 21572675 5477 1447 215
breitbart.com 1857008 24972225 34391 1262 336

zerohedge.com 838613 2473668 1677 463 281
thegatewaypundit.com 410062 1407209 599 224 164

judicialwatch.org 303873 1189853 63 9 38
dailycaller.com 244927 2986032 32777 120 132
dailywire.com 141292 560493 230 43 112

lewrockwell.com 85128 263037 23 5 16
freebeacon.com 78055 305998 79 10 47

pjmedia.com 75851 296942 141 42 92
naturalnews.com 69965 299007 125 23 73

commondreams.org 64298 1078827 247 12 56
babylonbee.com 61347 263053 849 89 90
frontpagemag.com 51269 160877 93 26 49

americanthinker.com 46250 158639 62 7 40
theonion.com 44262 189816 396 11 79

wnd.com 42610 166302 112 37 38
hannity.com 32004 122416 34 6 20

rawstory.com 30698 295230 114 7 27
veteranstoday.com 27958 83169 2774 15 24

antiwar.com 24043 101804 20 2 15
theblaze.com 21671 69543 105 34 60
truepundit.com 21647 94227 102 25 29

globalresearch.ca 19091 64735 82 14 58
collective-evolution.com 18541 67282 38 3 25

redstate.com 16354 63753 78 17 34
dailysignal.com 15974 79199 69 16 40

twitchy.com 15023 57803 36 12 17
barenakedislam.com 14432 65906 56 14 23
thefreethoughtproject.com 12266 49515 58 13 34

crooksandliars.com 12234 62577 14 4 10
humansarefree.com 9633 42572 56 12 43

neonnettle.com 9268 45348 73 21 41
newsbusters.org 7736 33416 33 12 25

beforeitsnews.com 6688 25434 34 7 23
politicususa.com 5770 33577 13 1 6
duffelblog.com 5567 27237 17 9 17

thebeaverton.com 4680 11637 10 3 8
ahtribune.com 4419 8641 12 0 11

teaparty.org 3982 12152 5 1 5
nowtheendbegins.com 3819 15098 5 0 5

newsmax.com 3791 17988 31 11 9
intellihub.com 3723 12058 3 0 3

whatdoesitmean.com 3574 8566 19 3 10
dailykos.com 3247 15960 36 11 21
coasttocoastam.com 2950 14625 64 0 2

thelastamericanvagabond.com 2580 10258 16 3 15
activistpost.com 2371 13567 28 8 21

therightscoop.com 2304 5669 18 9 13
clickhole.com 1972 4776 22 0 11

21stcenturywire.com 1630 9575 16 3 13
shareblue.com 1320 18420 16 0 4
anonhq.com 1205 7108 11 3 10

louderwithcrowder.com 1123 5278 10 0 7
thepoliticalinsider.com 937 3671 9 2 7

(Continued)
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Appendix A2. URL Statistics, Professional 
Sources

(Continued).

disclose.tv 915 14575 22 0 17
trunews.com 867 2950 6 1 5

trueactivist.com 675 8891 4 0 4
dcclothesline.com 588 3463 9 2 6

fellowshipoftheminds.com 560 3155 3 1 3
downtrend.com 542 1638 3 1 3

clashdaily.com 536 908 2 0 2
yournewswire.com 529 5055 7 2 7
ijr.com 517 1046 3 0 3

patriotpost.us 417 1238 4 2 4
geoengineeringwatch.org 406 1819 2 0 2

conservativedailypost.com 402 1347 7 4 6
12minutos.com 377 1073 6 0 6

worldtruth.tv 314 995 9 0 8
palmerreport.com 259 820 1 0 1
bipartisanreport.com 251 1124 3 1 3

burrardstreetjournal.com 180 371 2 1 2
hangthebankers.com 90 182 1 0 1

prisonplanet.com 80 292 1 0 1
blacklistednews.com 77 100 3 0 2

thedailysheeple.com 36 144 2 0 2
realfarmacy.com 9 144 1 0 1
conservativefiringline.com 0 329 1 0 1

thedailymash.co.uk 0 0 2 0 2
wearechange.org 0 0 1 0 1

Domain Unique Views Sum of Subscribers Total Messages Shared Messages Total Channels

nytimes.com 17298757 348076606 61222 750 1049
theguardian.com 6131173 40773609 36531 849 999

cnn.com 2817559 28438804 24667 167 525
wsj.com 1713183 6140333 1624 188 383

washingtonpost.com 1512050 5113124 1214 80 336
foxnews.com 1307291 4890910 2055 421 402
bloomberg.com 835872 2082986 595 36 200

newyorker.com 685248 2022229 637 36 163
politico.com 555831 2321744 1241 101 180

economist.com 479821 1549949 550 57 184
usatoday.com 204224 1186713 637 91 198

msnbc.com 106374 300251 126 6 47
pbs.org 67529 244211 71 4 42
npr.org 29641 206173 118 4 34
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