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Single cell models

Detailed biophysical models of PCs and interneurons of the CA1 region from Migliore et al.
(2018) were used in the present study. The models are publicly available on ModelDB:244688
and as a "live paper" of the Human Brain Project’s (HBP’s) Brain Simulation Platform (BSP),
where they can be interrogated in a web browser without installing anything locally. Along the
excitatory PCs, they modeled 11 inhibitory interneurons.

The full list of the interneurons - and their mapping to the morphological-types (m-types)
defined on hippocampome.org (Wheeler et al., 2015) are as follows: stratum lacunosum molecu-
lare (SLM): perforant path-associated (PPA) cell - Perforant Path-Associated; stratum radiatum
(SR): Schaffer collateral-associated (SCA) cell - Schaffer Collateral-Associated; stratum pyrami-
dale (SP): axo-axonic (AA) cell - Axo-axonic, bistratified (BS) cell - Bistratified, CCK+ basket
cell (BC) - Basket CCK+, Ivy cell - Ivy, PV+ BC - Basket; stratum oriens (SO): back-projection
(BP) cell - Back-Projection, BS - Oriens-Bistratified, O-LM cell - O-LM, trilaminar (Tri) cell
- Trilaminar (Supplementary Figure S1A). Electrical types (e-types), based on the Petilla con-
vention (Ascoli et al., 2008) were assigned to traces recorded in vitro and modeled accordingly.
All PCs were classified as continuous accommodating cells (cAC). Interneurons were classified
as cAC, bursting accommodating cells (bAC) and continuous non-accommodating cells (cNAC).
Combining m- and e-types yielded 16 morpho-electrical types (me-types) (Supplementary Figure
S1C) (Markram et al., 2015; Migliore et al., 2018).

Channel kinetics were based on those used in many previously published papers on hip-
pocampal neurons (Migliore et al., 1999, 2005; Ascoli et al., 2010; Morse et al., 2010), and
validated against a number of experimental findings on CA1 pyramidal neurons. Cell models
were equipped with the following active membrane properties: transient sodium current (Na);
A, D, and M types and a delayed rectifier potassium currents (KA, KD, KM , and KDR); L,
N, and T types of calcium currents (CaL, CaN and CaT ); the nonspecific Ih; and two types
of calcium-dependent potassium currents (slow: KCas and voltage-dependent: KCa). A simple
calcium extrusion mechanism, with a single exponential decay of 100 ms, was also included in
all compartments containing calcium channels.

All models were constrained with active dendritic conductances but were optimized using only
somatic features. While the somatic responses to various step-current injections were correct,
the dendrites of the single-cell models turned out to be too excitable, namely, single synaptic
inputs (gsyn = 1 nS) were leading to spikelets and somatic spikes. For this reason, single-cell
models were slightly re-optimized. The amplitude of the back-propagating action potential (in
the apical trunk, 150 and 250 µm from the soma) as a dendritic feature was added to the list
of objectives for PCs. As for the interneurons, homogeneous dendritic sodium channel densities
were replaced with one that decays exponentially with distance from the soma (with a length
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constant of 50 µm) based on Hu et al. (2010). A-type potassium channels in the dendrites
of interneurons were also replaced with one that activates at a more hyperpolarized potential
(see kinetics of "kad" for distal vs. "kap" for proximal A-type K+ channels in Migliore et al.
(1999)). Furthermore, the upper bounds (used by the multi-objective optimization algorithm) of
dendritic sodium channel densities were reduced for all cell types. See re-optimized ion channel
conductance in Supplementary Figure S1 B. After the re-optimization, single cells qualitatively
reproduced the behavior presented in Migliore et al. (2018), assessed by HippoUnit, our single-cell
model comparison framework.

The HippoUnit package contains standardized validations of biophysically detailed, mul-
ticompartmental single hippocampal PC models and is publicly available on Github under
/KaliLab/hippounit. Moreover, a demo validation of the re-optimized cell models was added
as a use case in the BSP and is publicly available (again in a web browser without downloading
and installing anything) upon registration to the HBP collaboratory.

Different versions of the Tsodyks-Markram model

The Tsodyks-Markram (TM) model of short-term plasticity (STP) underwent many changes in
the last twenty years. For a recent and consistent review see Hennig (2013). Furthermore, the
equations are sometimes shown in the form of differential equations (Tsodyks and Markram,
1997; Tsodyks et al., 2000; Fuhrmann et al., 2002, 2004; Loebel et al., 2009; Hennig, 2013),
while in other papers the iterative solution evaluated at spike arrivals is presented (Markram
et al., 1998; Maass and Markram, 2002). The version used in this article follows the formalism
presented in Hennig (2013):

dR(t)

dt
=

1−R(t)

D
− U(t)R(t)δ(t− tspike)

dU(t)

dt
=
USE − U(t)

F
+ USE(1− U(t))δ(t− tspike)

where R(t) is the fraction of available resources, U(t) is the release probability, D, and F are de-
pression and facilitation time constants respectively. USE is the utilization of synaptic efficacy or
absolute release probability (also known as the release probability in the absence of facilitation).
δ(t) is the Dirac delta function and tspike indicates the timing of a presynaptic spike. Each action
potential in a train elicits an ASEU(tspike)R(tspike)amplitude PSC, where ASE is the absolute
synaptic efficacy and is linked to the Nq part of the quantal model, where N is the number of
release sites and q is the quantal amplitude. R = 1, and U = USE are assumed before the first
spike. In our simulations, we implement Fuhrmann et al. (2002) as the stochastic generalization
of the model. (Where the value of U(t) is actually used as a probability.) The equation of the
release probability is slightly different in that article and it reads as follows:

dU(t)

dt
= −U(t)

F
+ USE(1− U(t))δ(t− tspike)

According to this equation U(t) decays to 0 (the wording of the articles suggest a decay to "the
baseline"). To recover the definition of USE as the release probability in absence of spikes (or U
as the constant release probability in the first Tsodyks and Markram (1997) paper concentrating
only on depressing connections) the +USE(1 − U(t)) has to be evaluated before the release
happens. On the other hand, the −U(t)R(t) jump in the equation of R still has to be evaluated
after the event in order to be consistent with R being 1 in the absence of spikes. In this view U(t)
is mostly zero and at spike arrivals, before release happens it jumps to USE . From the biophysical
point of view, this can be seen as a calcium-based model, where a quick calcium influx leads to
release. On the other hand, in the Hennig (2013) version U(t) decays to its baseline USE value
and the USE(1−U(t)) jump happens after the release. When fitting the deterministic TM model
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to experimental data as well as when simulating the stochastic version we use an event-based
solution, meaning that the equations are only evaluated at spike times (as opposed to the ODE
form). For the Fuhrmann et al. (2002) version the iterative update is:

Rtmp = 1 + (Rn − 1)exp(−∆t

D
)

Utmp = Unexp(−
∆t

F
)

Un+1 = Utmp + USE(1− Utmp)

An+1 = ASEUn+1Rtmp

Rn+1 = Rtmp − Un+1Rtmp

where ∆t is the the time between the (n+ 1)th and nth spike and An is the nth amplitude. On
the other hand, the Hennig (2013) version (used to fit models in Kohus et al. (2016)) is:

Rtmp = 1 + (Rn − 1)exp(−∆t

D
)

Utmp = USE + (Un − USE)exp(−∆t

F
)

An+1 = ASEUtmpRtmp

Rn+1 = Rtmp − UtmpRtmp

Un+1 = Utmp + USE(1− Utmp)

None of these forms are presented in the literature per se. Both Markram et al. (1998) and
Maass and Markram (2002) integrate the ODEs in a single step:

Rn+1 = 1 + (Rn − 1− UnRn)exp(−∆t

D
)

Un+1 = USE + (Un − USE + USE(1− Un))exp(−∆t

F
)

= USE + Un(1− USE)exp(−∆t

F
)

= Unexp(−
∆t

F
) + USE(1− Unexp(−

∆t

F
))

An+1 = ASEUn+1Rn+1

Using the initialization R1 = 1, U1 = USE and calculating the first two amplitudes with all 3
versions (Fuhrmann et al. (2002), Hennig (2013) and Maass and Markram (2002)) one gets:

A1 = ASEUSE

A2 = ASE [USE + (USE − U2
SE)exp(−∆t

F
)](1− USEexp(−

∆t

D
))

With simulations, it is also possible to show that all the other amplitudes in response to a spike
train will be the same for all versions. Thus, the three event-based models presented above are
equivalent. We present the Hennig (2013) formalism in the article since we find it more intuitive
that both Dirac deltas are evaluated at the same point (after the PSC amplitude is calculated)
and is more in line with the wording of the papers, but emphasize that it is consistent with the
other version Fuhrmann et al. (2002) and the fits presented in Markram et al. (2015).
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Membrane noise

In order to correctly compare the coefficient of variation (CV, std/mean) of first PSC amplitudes,
measurement noise was added to the simulated traces (Barros-Zulaica et al., 2019). To this
end, noise parameters of in vitro traces were fitted and averaged for every different connection
types and then stochastic noise generated with these extracted parameters was added to the
corresponding in silico traces. Noise was described as an Ornstein-Uhlenbeck (OU) process. The
OU process is a stationary Gauss-Markov process, which describes the velocity of the movement
of a Brownian particle and is used in physics to describe noise relaxation (Bibbona et al., 2008).
Mathematically it can be described with the following iterative equation:

X(i) = X(i− 1)− X(i− 1)

τ
dt+ σ

√
2dt

τ
N (0, 1)

where dt is the time step of the signal, τ is the time constant fit to the exponential decay of the
signal’s autocorrelation function, σ is the standard deviation of the signal and N (0, 1) is a draw
from the normal distribution.
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Supplementary Figures
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Figure S1: Single cell models. A: Examplar 3D reconstructions of the 12 m-types in the CA1
network model. 3D morphologies were reconstructed with the Neurolucida software by the members
of the Thomson/Mercer lab (Migliore et al., 2018). Axons are shown in blue, while dendrites in red.
Rendering and visualization was done with NeuroMorphoVis (Abdellah et al., 2018). Diameters are
scaled (x3) for better resolution. B: Re-optimized ion channel conductances for all e-types (6 bAC, 13
cAC (PC), 7 cAC (IN) and 13 cNAC). Where non-uniform channel distribution was used (e.g. h current
in PC dendrites) the maximal values are shown. C: Fraction of e-types (4) recorded and modeled in each
of the 12 m-types.
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Figure S2: PSP attenuation. Validation of PSP attenuation against experimental data from Magee
and Cook (2000). A: EPSC like currents were injected to the apical dendrites of the different pyramidal
cell models from Migliore et al. (2018) and PSPs were measured at the injection site and at the soma.
B: Summary of PSP attenuation (dendritic PSP/somatic PSP) in all PC models injected at different
distances from the soma (in blue) and comparison to experimental data (in red).
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Figure S3: Calcium sensitivity of synaptic physiology. A: PC to PC PSP amplitudes at differ-
ent extracellular calcium concentrations (normalized to 2 mM). Red curve indicates the experimentally
measured scaling function which was applied to scale the USE parameter of the TM model. Shaded
light blue area indicates the in vivo range 1.1-1.3 mM. B: Same in silico PC to PC pair at two different
extracellular calcium concentrations. In vitro like is shown on top, while the in vivo one at the bottom.
Single trials (n = 35) are shown in gray and their average in blue. Postsynaptic cells were held at -65 mV
steady-state potential in in silico current-clamp mode. Vertical scale bar on the bottom panel represents
the same value as the one on top.
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Supplementary Tables

Table S1: Summary of paired recording experiments from rat CA1 in voltage-clamp mode (PSCs in pA). Liquid junction potentials (LJPs) and reversal potentials
(Erevs) are taken from Moradi and Ascoli (2019). Holding potentials (Hold.) are corrected for the indicated LJP with the correct sign. † in the rise time constant
(τrise) column indicates 20-80% rise time, instead of 10-90%. PSC decay time constant (τdecay) values are presented as in the original articles, without any
normalization between fitting methods. Maccaferri et al. (2000) states that either single or weighted bi-exponential fit was applied, while the other sourses do not
determine the fitting method. M-type abbreviations are as in Figure 3C.

Presyn. Postsyn. Elect. Ampl.
(pA)

τrise
(ms)

τdecay
(ms)

Hold.
(mV)

[Ca2+]
(mM)

Temp.
◦C

Erev

(mV)
LJP
(mV)

Reference

AA PC patch 308±103 0.8±0.1 11.2±0.9 -75.9 3 ∼30 -8.35 5.9 Maccaferri et al. (2000)
BS PC patch Fig6) A,B 2±0.2 16.1±1.1 -75.9 3 ∼30 -8.35 5.9 Maccaferri et al. (2000)
CCKBC PC patch 118±13 0.73±0.05 6.8±0.2 -86.1 2 33 -95.1 16.1 Neu et al. (2007)
CCKBC PC patch 53.7±17.2 - - -86 2 33 -95.2 16 Földy et al. (2007)
CCKBC PC patch 23.6±8.25 2±0.8 9.35±1 -66.76 2.5 33±1 -94.45 16.76 Fuentealba et al. (2008)
CCKBC PC patch 115.4±10.8 0.63±0.04 6.47±0.27 -72.9±0.5 2 33 -90.3 14.6 Lee et al. (2010)
Ivy PC patch 8±2 2.8±0.2 16±2.5 -66.76 2.5 33±1 -94.45 16.76 Fuentealba et al. (2008)
OLM PC patch 26±10 6.2±0.6 20.8±1.7 -75.9 3 ∼30 -8.35 5.9 Maccaferri et al. (2000)
PVBC PC patch 43.6±17.9 - - -86 2 33 -95.2 16 Földy et al. (2007)
SCA PC patch 60.2±8.1 1.43±0.12 8.3±0.44 -72.7±0.8 2 33 -90.3 14.6 Lee et al. (2010)

OLM PVBC patch 11.7±1 2.6±1.3 16.5±3.9 -75.8 2 33±1 -112.2 15.8 Elfant et al. (2008)
OLM SCA patch 19.5±4.7 1.9±0.4 31.2±4.5 -75.8 2 33±1 -112.2 15.8 Elfant et al. (2008)
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Table S2: Summary of paired recording experiments from rat CA1 in current-clamp mode (PSPs in mV). Liquid junction potentials (LJPs) and reversal potentials
(Erevs) are taken from Moradi and Ascoli (2019). Steady-state potentials (SSs) are corrected for the indicated LJP with the correct sign. † in the half width
(HalfW.) column indicates PSP decay time constant instead of half width. M-type abbreviations are as in Figure 3C.

Presyn. Postsyn. Elect. Ampl.
(mV)

Rise
(ms)

HalfW.
(ms)

SS.
(mV)

[Ca2+]
(mM)

Temp.
◦C

Erev

(mV)
LJP
(mV)

Reference

PC PC sharp 0.7±0.5 2.7±0.19 16.8±4.1 -69.17–72.17 2.5 34-36 -8.5 -2.17 Deuchars and Thomson (1996)
AA PC sharp 0.51±0.07 5±0.2 45.6±2 -55.17±1 2.5 34-36 -73 -2.17 Pawelzik et al. (1999)
BS PC sharp 0.86±0.55 8.5±3.6 43.9±13.9 -59.77±4.4 2.5 34-36 -73 -2.17 Pawelzik et al. (1999)
BS PC sharp 0.55±0.15 7.4±1.4 54.6±4.2 -58.5±0.5 2. 34-36 -73 -0.6 Pawelzik et al. (2002)
BS PC sharp 0.8±0.6 8.4±3.2 42.1±17 -55.17±5.1 2.5 34-36 -73 -2.17 Fuentealba et al. (2008)
CCKBC PC sharp 1.17±0.44 5.4±2.5 35.5±19.5 -57.17–67.17 2.5 34-36 -73 -2.17 Ali et al. (1999)
CCKBC PC sharp 1.47±1.06 6±2.2 47.6±13.3 -57.17–62.17 2.5? 34-36 -73 -2.17 Thomson et al. (2000)
CCKBC PC sharp 0.7±0.5 6.5±1.5 44.2±10.1 -59.2±3.3 2.5 34-36 -73 -0.6 Pawelzik et al. (2002)
Ivy PC sharp 0.8±0.4 2.8±0.2 54.1±13.8 -59.17±2.6 2.5 34-36 -73 -2.17 Fuentealba et al. (2008)
PVBC PC sharp 0.45±0.24 4.6±3.2 32.4±18† -60.95±4.6 2 34-35 -73 -3.36 Buhl et al. (1995)
PVBC PC sharp 1.17±0.57 4.5±2 30.4±11.6 -57.17–67.17 2.5 34-36 -73 -2.17 Ali et al. (1999)
PVBC PC sharp 0.81±0.92 6.8±2.7 47.2±16.9 -59.87±3.8 2.5 34-36 -73 -2.17 Pawelzik et al. (1999)
PVBC PC sharp 1.12±0.74 5.1±1.8 39.5±15.2 -57.17–62.17 2.5? 34-36 -73 -2.17 Thomson et al. (2000)
PVBC PC sharp 0.83±0.37 5.13±2.06 38.32±12 -59±3 2.5 34-36 -73 -0.6 Pawelzik et al. (2002)
SCA PC sharp 0.38 10±2.8 45±2.2 -59.1±0.5 2.5 34-36 -73 -0.6 Pawelzik et al. (2002)
Tri PC sharp 0.8 5.6 48.8 -59.1±0.5 2.5 34-36 -73 -0.6 Pawelzik et al. (2002)

PC BS sharp 3.4±3.1 1.2±0.5 7.6±2.6 -68.17 2.5 34-35 -8.5 -2.17 Ali et al. (1998)
PC BS sharp 0.95±0.3 1.2±0.2 10.4±1.6 -66.6±1 2.5 34-36 -8.5 -0.6 Pawelzik et al. (2002)
PC BS sharp 1.8±2.3 1.5±0.3 6.4±2.7 -71.67±5.7 2.5 34-36 -8.5 -2.17 Fuentealba et al. (2008)
PC CCKBC sharp 2±2.1 1±0.4 6.1±1.5 -67.6±3 2.5 34-36 -8.5 -0.6 Pawelzik et al. (2002)
PC Ivy sharp 2.9±2.2 1.5±0.3 11.5±1.5 -67.97±5.4 2.5 34-36 -8.5 -2.17 Fuentealba et al. (2008)
PC OLM sharp 0.93±1.06 1.2±0.5 7.5±0.7 -72.17±2.3 2.5 34-36 -8.5 -2.17 Ali and Thomson (1998)
PC PVBC sharp 1.4±1.05 0.88±0.44 5.4±2.2 -68.17 2.5 34-35 -8.5 -2.17 Ali et al. (1998)
PC PVBC sharp 3.51±2.9 1±0.3 5.74±1.78 -67.6 2.5 34-36 -8.5 -0.6 Pawelzik et al. (2002)

BC BS sharp 0.37 1 5.6 -58 2 34-35 -73 -3 Cobb et al. (1997)
BC BS sharp 1±0.4 1.65±0.5 15.6±2.8 -65.17±4.4 2.5 34-36 -73 -2.17 Pawelzik et al. (2003)
BC BC sharp 0.25 1.3 27 -62 2 34-35 -73 -3 Cobb et al. (1997)
BC BC sharp 1.1±0.47 2.5±0.9 18.7±9.1 -61.17±4 2.5 34-36 -73 -2.17 Pawelzik et al. (2003)
BS BC sharp 0.7±0.4 2.5±0.8 19.1±9.5 -61.87±2.7 2.5 34-36 -73 -2.17 Pawelzik et al. (2003)
SCA SCA sharp 0.5 5 34.3 -58.6 2.5 34-36 -73 -0.6 Pawelzik et al. (2002)
SCA SCA patch 0.6±0.41 7.0±1.38 41.1±12.5 -39.5 2 20-22 -79.5 15.5 Ali (2007)

9



Ecker et al. Supplementary Material

Table S3: Validation of number of synapses per connections (see Figure 3 B). M-type abbreviations
are as in Figure 3 C.

Presyn. Postsyn. Reference data Model Reference

PC PC 1.2±0.4 1.26±0.6 Deuchars and Thomson (1996)

AA PC 6.1 7±4.4 Buhl et al. (1994b)
BS PC 6 6.5±3.2 Buhl et al. (1994a)
CCKBC PC 8.3±0.8 8.6±3.9 Földy et al. (2010)
OLM PC 10±7 11±5.2 Maccaferri et al. (2000)
PVBC PC 11±0.6 11.3±5.4 Földy et al. (2010)
SCA PC 5.3±1.2 5±1.8 Vida et al. (1998)

PC OLM 2.8±0.8 2.8±1.2 Biro et al. (2005)

PVBC PV+ 1.54±1.08 2.6±1.3 Sik et al. (1995)
SCA SCA 3.5±1.5 3±1.4 Ali (2011)
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Table S4: Validation of the CV of first PSC amplitudes (see Figure 4 B). M-type abbreviations are as
in Figure 3 C.

Presyn. Postsyn. Reference data Model Reference

AA PC 0.29±0.11 0.28±0.13 Kohus et al. (2016)
CCKBC PC 0.43±0.14 0.36±0.1 Kohus et al. (2016)
PVBC PC 0.26±0.06 0.28±0.07 Kohus et al. (2016)
SCA PC 0.38±0.11 0.31±0.08 Kohus et al. (2016)

CCKBC CCKBC 0.18±0.16 0.18±0.1 Kohus et al. (2016)
PVBC AA 0.45±0.11 0.17±0.09 Kohus et al. (2016)
PVBC PVBC 0.17±0.05 0.22±0.02 Kohus et al. (2016)
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Table S5: Validation of PSP amplitudes (see Figure 4 C). PC to CCKBC and Ivy are not shown on
the figure for visualization purpose. In some cases (indicated with †) outliers were removed from the
reference data (see published reference data in Supplementary Table S2). M-type abbreviations are
as in Figure 3 C.

Presyn. Postsyn. Reference data (mV) Model (mV) Reference

PC PC 0.7±0.5 0.68±0.43 Deuchars and Thomson (1996)

AA PC 0.51±0.07 0.51±0.21 Pawelzik et al. (1999)
BS PC 0.55±0.15 0.55±0.24 Pawelzik et al. (2002)
CCKBC PC 0.7±0.5 0.68±0.26 Pawelzik et al. (2002)
Ivy PC 0.8±0.4 0.82±0.35 Fuentealba et al. (2008)
PVBC PC 0.83±0.37 0.83±0.23 Pawelzik et al. (2002)
SCA PC 0.38 0.39±0.17 Pawelzik et al. (2002)
Tri PC 0.8 0.81±0.36 Pawelzik et al. (2002)

PC BS 0.95±0.3 0.96±0.54 Pawelzik et al. (2002)
PC CCKBC 2±2.1 1.85±0.67 Pawelzik et al. (2002)
PC Ivy 2.9±2.2 2.65±2 Fuentealba et al. (2008)
PC OLM 0.3±0.13† 0.3±0.21 Ali and Thomson (1998)
PC PVBC 1±0.4† 1±0.75 Ali et al. (1998)

(PV)BC (PV)BC 0.25 0.25±0.15 Cobb et al. (1997)
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