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Abstract—Machine Learning methods have shown significance
in automating the prediction of Total organic carbon (TOC) for
determining source rock potential in oil and gas exploration.
Higher TOC contents could indicate greater potential for oil
and gas generation. Making accurate TOC predictions, therefore,
is crucial in measuring hydrocarbon deposits for a prospective
geological formation. Automating this procedure can save time
and resources compared to conventional geochemical methods.
This study explores machine learning methods on Frontier-Basin
well-log data for TOC Prediction. Firstly, we employ feature
selection methods to ensure optimal feature usage in regression
and classification tasks. Additionally, we compare several super-
vised Machine Learning methods including Logistic Regression,
Decision Tree, K-Nearest Neighbor, Gradient Boosting, and Naive
Bayes Methods to categorize the quality of TOC using its defined
standard ranges on the well-log data of Kolmani River 2 and
3, respectively. Furthermore, the Random Forest method was
utilized for the regression task on both data. A 5 fold nested cross-
validation was utilized for classification and regression tasks. We
show an exploratory analysis and the prospect of using Machine
Learning methods to effectively classify TOC distribution using
continuous well log data. Results show that Machine Learning
methods are efficient for TOC prediction for non-geochemical
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approaches. The regression analysis shows an acceptable R? value
of 0.62 and 0.76 for the respective well-logs with an MSE score of
0.05 and 0.07, respectively. For the classification task, evaluation
metrics including F1 score, Precision, Accuracy, and Recall were
investigated for the different ML classification methods, and
Naive Bayes’ was concluded to outperform others using standard
metrics.

Index Terms—Machine Learning, Frontier Basin, Total Or-
ganic Carbon (TOC), Data Analysis, Oil and Gas, Source Rock
Determination

I. INTRODUCTION

The demand for renewable energy has continued to make
headlines globally; drawing significant attention to improved
solutions and the development of alternative sources for
energy generation, conservation, security, and sustainability
[1]. Despite the huge success recorded in the expansion of
new energy sources, fossil fuel remains an important energy
source that guarantees the security and availability of energy
resources [7]. However, discovering new fossil fuel reserves
requires accurate identification of hydrocarbon source rock, its
extensive examination, analysis, and huge capital and human
investments [4]. Additionally, the oil and gas exploration en-



deavor is rigorous and risky consisting among other processes
Basin survey, data acquisition, data processing, interpretation,
prospect generation and exploratory drilling, production etc.
(8]

Today, conventional methods for fossil fuel exploration have
continued to experience difficulty in meeting the increasing
demand for continuous energy production and the exploration
of new energy sources [9]. Recently, a lot of research at-
tention has been geared towards unconventional studies that
are domineering of shale gas and oil and their corresponding
developmental studies for improvement; and where possible
automating the exploration processes and procedures to iden-
tify hydrocarbon-bearing source rocks [6]. Consequently, oil
and gas-producing countries including Nigeria are venturing
into this paradigm shift with efforts to uncover new fossil fuel
reserves and to study the exploration and development of these
hydrocarbon-bearing shales to expand the production of fossil
fuels using a new approach.

Given the above, the Nigerian National Petroleum Company
(NNPC) Limited in its bid to grow its hydrocarbon reserves
and subsequently its production of oil and gas for sustainable
energy security, and explore additional reserves, embarked on
a renewed exploration of the Frontier Basins of Nigeria in the
late 2000s and in particular the Kolmani oil fields.

The Frontier Basins are sedimentary basins that are gen-
erally considered high-risk and under-explored. The Kolmani
River is a conventional oil and gas field located inland of
Nigeria. It lies in block Oil Prospecting License (OPL) 809
and 810, respectively [15].

Kolmani River is tipped to be a promising exploratory field
within the Frontier Basin; uniquely associated with Nigeria’s
oil and gas exploration considering its projected hydrocarbon
deposit prospect. The Exploration activities for hydrocarbons
in the Kolmani field in the North-Eastern (NE) part of Nigeria
have ignited lots of interest both in research and the oil and
gas industry with research efforts pointing towards the deter-
mination of its potential for hydrocarbon generation [3]. An
important path towards this effort is to develop an integrated
approach for a responsive source rock assessment that could
be automated to provide the needed efficiency for the task;
by doubling research efforts in the exploration studies of the
Frontier Basin.

Generally speaking, the exploration procedure for oil and
gas can be divided into many steps. However, we would be
limiting this to considering the four major procedures in no
particular order; namely:

o Prospect Identification: Here geologists analyze geologi-
cal and geophysical data to identify potential areas with
hydrocarbon deposits and study the subsurface structures
and rock formations.

o Seismic Surveys: Deploying sound waves to create im-
ages of the subsurface and map geological structures to
identify potential reservoirs.

o Exploratory Drilling: Drill wells in promising locations
to collect rock samples to assess the presence of hydro-
carbons.

o Appraisal: conduct further drilling and testing once hy-
drocarbons are found and evaluate the size, quantity,
quality, and productivity of the reservoir.

Ideally, geochemical exploration starts When rock samples
are collected, then they undergo specific assessments to deter-
mine the presence of hydrocarbons. Two methods are utilized
for this purpose namely; geochemical and Non-geochemical
methods of source rock determination [10]. The geochemical
method for source rock determination involves geochemically
sampling the collected rocks and conducting certain chemical
tests and procedures to determine source rock potential. This
process is often time and labour-consuming. Additionally,
it involves studying the chemical composition of the rocks
for hydrocarbon exploration. Techniques in this method in-
clude Rock-Evaluation pyrolysis, Gas Chromatography-Mass
Spectrometry (GC-MS), and elemental analysis [11]. On the
other hand, non-geochemical analysis of source rocks involves
techniques like petrography, well-log analysis, and seismic
data interpretations, respectively [12].

Well-logging also known as wireline log consists of a
complete set of logs used in the oil and gas industry to
obtain the continuous record of a prospective oil formation’s
rock properties [13]. It consists of unique features including
Gamma Ray (GT), Sonic (DT), MSFL (Resistivity), RHOB
(Bulk Density), Neuron Porosity (NPHI), etc. These features
or variables provide depth information of the well, the rock
and formation type, porosity; which defines the measure of
the pore space within a rock, permeability, saturation, and
resistivity [14].

In evaluating source rock or shale to determine its hydro-
carbon content, Total Organic Carbon (TOC) is a primary
feature that determines the mass percentage of organic carbon
in the rock and reflects indirectly to the organic matter
content within the formation [16]. Accordingly, TOC content
usually determines the hydrocarbon generation prospect of
a formation. Consequently, finding efficient ways that could
accurately predict and quantify TOC is desirable through a
systematic and integrated process that would save time, cost,
and human resources [17].

II. PROPOSED FRAMEWORK

The proposed framework is shown in Fig 2. It comprises
a data pre-processing step to take care of missing data points
and perform Exploratory Data Analysis (EDA) to analyze and
investigate the Kolmani dataset; summarizing the data charac-
teristics by finding correlations between the data features and
variables to determine how best to manipulate the data for best
results. The exploratory data analysis includes Q-Q and heat
map plots to see which features have a strong correlation.

The framework presented in Fig 2. allows a systematic
approach to the proposed study enabling step-wise execution
of the processes.

A. Data Description

The dataset utilized for this study is the well log data
collected from Kolmani River exploration field located within
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Fig. 1. Location map of Nigeria showing the position of Kolmani
River Well-1 [15]
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Fig. 2. Framework for Exploratory Analysis of Machine Learning
Methods for TOC Prediction Using Well-Log Data

the Gongola Basin of Upper Benue Trough, Nigeria as shown
in Fig. 1. The two fields are named Kolmani River 2 (KR-
2) and Kolmani River 3 (KR-3), respectively. The datasets
consist of a geophysical well log suite (including Gamma
Ray, Density, Neutron, Resistivity, and Caliper), Well Tops/
Well Markers, Mud Log, Biostratigraphic data, Geo-chemical
(Rock-Eval) data, and the corresponding Geological report.
For this study, we utilize the geophysical well log suite and
the designed framework presented in Fig. 2 as a systematic
approach to guide this work. The dataset consists of 33823 x
7 rows and columns entries of well-log information.

B. Exploratory Data Analysis

Data Analysis here is to enable us to explore the possibilities
in the data and gain insight into the information contained
in the two well-logs, respectively. We aim to explore rela-
tionships between the different features in the data, check for
missing values, characterize the data, describe it, and prepare
the data for further analysis. We employ methods including
correlation matrix maps and Quantile-Quantile (Q-Q) plots of

selected features to check for correlation and normality of the
data which allows us to understand the intrinsic relationship
between features and variables of the data.

C. Feature Selection

In machine learning predictive modeling, selecting im-
portant features is crucial for reducing data dimensionality
[21] and improving model performance [22]. We explored
embedded and wrapper feature selection methods due to their
effectiveness. Embedded methods offer simplicity by using
inherent feature importance, while wrapper methods like recur-
sive feature elimination (RFE) provide flexibility by evaluating
feature subsets based on model performance. Despite increased
computational complexity, wrapper methods can significantly
enhance model performance, making them worth considering.
To ensure robustness in our predictive model, we decided to
investigate both methods.

For the embedded feature selection method; we investigated
four (4) different techniques namely; Random Forest, Gradient
Boosting, Linear Regression, and Decision Tree methods on
both data.

1) Random Forest: Random Forest (RF) feature importance
selection is a popular method used for important feature
selection for ML analysis. Its major purpose is to discard
less significant variables to produce efficient and better perfor-
mance on the class variables. This process can provide cost-
effectiveness and reliability in understanding the data [23].
This method’s advantage is that it is highly accurate due to its
ensemble learning nature, its ability to generalize, and to be
easily interpreted. It is simply defined as:

Y — hat = f — hat(X) (1)

where X is a random variable with p predictors and Y is
the responsive variable. A detailed description of the method
for feature selection can be found in [23]-[25]

2) Gradient Boosting: This method is known for its speed
and prediction accuracy. It can be used in classification and
regression-based ML tasks [26]. Gradient Boosting also known
as GBM [27] trains a bunch of models sequentially where
each subsequent model learns from the mistakes of a previous
model hence explaining and predicting previous errors with
subsequent inputs iteratively. It involves two types of models
namely; the weak ML model which is usually a decision tree
[28] and a strong ML model involving numerous weak models.
Consider equation 2 for illustration:

Fio.=F,—f 2

where: F'; is the strong model at step ¢
f, is the corresponding weak model at step ¢ Additionally,
GBM utilizes ensemble learning and comes from the family
of Decision Tree models. A thorough explanation of this model
is given in [29], [30], respectively.



3) Linear Regression: The goal here is for the feature
selection model to predict the dependent variable continuously
using the many input variables [31]. We determine important
features here by employing the coefficients of the linear
regression model defined by:

y=p00+plxa 3)

where vy is the predicted output, 30 and 31 represent the
Intercept and the coefficient of x, respectively to describe
how much z is influenced by y.

Linear Regression achieves feature selection by identifying
the coefficients in (3) for each input feature, and the magnitude
of the coefficients calculated represents the relative importance
of the features with larger absolute values indicating stronger
influence.

4) Decision Tree: In this approach, scores are assigned to
features based on their significance in predicting the target
variable. The advantage of using this method is its ability to
split the data into smaller chunks that are used to predict the
target. However, it is likely to suffer from data over-fitting
or over-classification when the input data is not significant.
This method performs better with adequate data where the
scores can be obtained from future importance attributes from
the trained tree model. Decision Tree feature importance can
simply be given as:

K=3% )/ (9 (4)

where K defines the Feature Importance for Feature K, b is
the Node Importance of Nodes splitting on K, 0 is the Node
Importance of all Nodes, respectively.

Continuing with feature selection, we employed a wrapper
method called Recursive Feature Elimination with Cross-
Validation (RFECV) on both data. The best feature subset was
chosen based on cross-validation scores. RFECV allowed us
to identify distinct feature subsets, selected using 5-fold cross-
validation with the ’accuracy’ scoring parameter to ensure
optimal accuracy across validation folds.

III. MACHINE LEARNING METHODS FOR TOC
PREDICTION

Machine learning algorithms have been widely adopted for
TOC prediction including Back Propagation Neural Networks
(BPNN), Support Vector Machines (SVM), Gaussian Process
Regression (GPR), and Random Forest (RF) methods [12],
[18]. Two major applications of machine learning are Regres-
sion and Classification. Regression is a supervised learning
approach employed to predict the outcome of a continuous
outcome. This is achieved when the relationship between two
or more variables is established with the predicted outcome
usually being numeric. On the other hand, the outcome of
classification in Machine Learning is categorical. Classifica-
tion in ML can be either in a supervised or un-supervised
approach [32].

A. Regression Prediction of TOC Values

The prediction of TOC values in a supervised learning
process is achieved in this work using the RF algorithm.
RF is a classic approach derived from popular decision tree
theory that integrates ensemble learning. The prediction takes
in multiple decision trees that are modeled with no relationship
between each decision tree thus each tree is independently
modeled and the average output of each decision tree is
the outcome. As stated earlier, the RF algorithm has many
advantages including learning through randomness, and a high
prediction accuracy and generalization ability [33].

B. Classification Methods

Numerous studies [35]-[37], [45], [46] have investigated
the applications of Classification techniques of ML in TOC
prediction and categorization including deep-learning methods
[47]. In this paper, we take a step further to compare five
common techniques including K-Nearest Neighbor (KNN),
Naive Bayes, Logistic Regression, Gradient Boosting, and
Decision Tree algorithms, and further evaluate them using
standard classification evaluation metrics. In the preceding
sections, we have defined most of these algorithms as related
to ML and TOC prediction. Thus, we will briefly describe only
the methods not discussed earlier.

1) K-Nearest Neighbors: Introduced in 1951 by the duo
of Evelyn Fix and Joseph Hodges and later extended by
Thomas Cover [38], the KNN algorithm for classification
uses a supervised learning approach in a non-parametric way;
which means it does not make assumptions on the underlying
distribution of the data but rather intrinsically explore the
pattern of the data using pre-defined training set to make
classification usually with an identified feature or attribute.
This algorithm is widely used for its versatility, simplicity,
and ease of deployment. It can handle both numerical and
categorical data.

The KNN algorithm works by first identifying the K neigh-
bors which is a critical task in implementing the algorithm.
The distance is determined by a distance metric which is usu-
ally the Euclidean distance [39] and finally the classification
or categorization of the value of the data point is determined
by the average of the K neighbors or the majority vote; hence
allowing the algorithm to fit to different classes or patterns
making accurate predictions based on the local structure of the
data. In the prediction of TOC, [?] utilized KNN in predicting
the seafloor total organic carbon which showed promising
capabilities. Simply KNN can be defined as:

k
M(z) = argmaxZI(M(a:)i =m) (5)
meo=1

where I(.) represents the indicator function which returns 1
if the characterization condition inside is true and O otherwise,
m represents the possible class label to classify data points
according to classes of their nearest neighbor.



2) Naive Bayes: The Naive Bayes classification algorithm
is based on the popular Bayes’ theorem [40]. This approach
assumes independence between features of the data. It works
by calculating the probability of a given data point belonging
to every class of the distribution and then selecting the class
with the highest probability as the prediction outcome. This
algorithm is popular for its computational efficiency and
simplicity when dealing with large datasets. Aside the work of
[49] not much of this approach has been utilized in predicting
TOC. The Naive Bayes’ classification is often used in the
classification of text data [41]. We explore this method for
the robustness of comparing different classification models.
We can simply define the method generated from the popular
Bayes’ theorem given by:

P(D[6)

P(0|D) = P(Q)W (6)
where: P(f) represents the prior probability, P(D) is the
marginal probability i.e. evidence, P(6|D) is the posterior
probability of D and P(D|0) is the likelihood probability that
hypothesis will come true based on the evidence. This is a
generalized Bayes’ from which the classifier can be generated.
A detailed explanation and derivation can be found in [42]

IV. DISPLAYING THE RESULTS OF THE PROPOSED
FRAMEWORK

In this section, we show the results of exploring the various
methods on the data described in section II subsection A
using the framework presented in Fig.2. We begin with the
pre-processing step to determine the correlation between the
variables of the data and visually explore the normality of the
data by selective features display of Q-Q plots.
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Fig. 3. Correlation Matrix display of the features in KR-2 data
showing the correlation of the different features of the data

The heat map presented in Fig 3. shows the correlation
matrix of features in KR-2 data. It is observed that there is a
strong correlation between features DT and GR, GR and NEU.
It is shown [18] that these features show great correlation with
the TOC and are the most used in TOC prediction.

Correlation Matrix

1.00

Gamma-Ray 011 000 007 0.03 018 016 007 007 034 013 008 015 0.01 000 0.01 000 000 0.02

R90 - 027 0.01 031 011 0.02 001 0.02 001004 001
RHOB - 018 010 002 000 000 0.00 000 0.05 001 0.75
Neutron —-0.07 011 0.00| 014 011 014 011 057 0.01

P-sonic - 029 011031 026 005 004 0.05 004 011 000

- 050
0.00
0.01

058 017 -013 027 005 003 0.05 003 -0.03 0.01 ~025

Al

)
3
o
&

011 0,08 0.1 0.09
Simp. - 016 0.08 031 013010 0.13 0.0

P/S vel.ratio -
Poissons ratio - 058 017 012 027 005 003 005 003 003 0.01

Lambda*Rho - 059 036 033 0.04-0.03 -0.04 0.030.26 0.04

-0.00
0.00
I“]

023 018 024 018 046 0.06 --0.25

Mu*Rho - 013 001 018 013010 0.13 0.10

Log10(RES) - 008 031 0.10 013010 013 010,
ALogR ~0.15 011 002

TOC (M-Pas-LOM11) ~0.01-0.02 000 014 0.05 0.11-013 0.05 005 0.04 0.13 013 023

TOC (M-Pas-LOM12) - 0.00 -0.01 000 011 0.04 -0.09-0.10 0.03 0.03 -0.02 0.10-0.10 0.18

TOC (M-Pas-LOM11) +0.8 ~0.01 -0.02 000 014 0.05 0.11-0.13 0.05 005 0.04 0.13-013 024 030

TOC (M-Pas-LOM12) +0.8 - 0.00 -0.01 0.00 0.11 0.04 -0.09-0.10 0.03 0.03 -0.03 -0.10 0.10 0.18

MeasuredTOC - 000 00t 005 057 011 [9500058 003 003 0268551951 046 012 010 012 003

STDEV (TOC-M-Passey vs TOC-Rx Eval) -0.02 001 001 001 0.00 0.00 001 -0.01 -0.01 -0.04 000 -0.01 0.06

-0.75

0 -

=z

Gamma-Ray -
RO

RHOB -

Neutron -

P-sonic -

Simp. -

P/S vel.ratio -

Poissons ratio -

Lambda*Rho -

Mu*Rho -

Log10(RES) -

ALogR -

Measured-TOC -

TOC (M-Pas-LOM11)
TOC (M-Pas-LOM12)

TOC (M-Pas-LOM12) +0.8

STDEV (TOC-M-Passey vs TOC-Rx Eval)

Fig. 4. Correlation Matrix display of the features in KR-3 data
showing the correlation of the different features of the data

In the KR-3 dataset, more features are utilized to explore
robustness for the intended ML analysis. Here also, we see
an accepted correlation between measured TOC and Passey’s
ALogR method. Additionally, there is a correlation between
Measured TOC and Neutron porosity and Neutron porosity
with ALogR. This coincides with the submission made in [19].
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Fig. 7. QQ-Plot and Bar Plot of ALogR Method showing the
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We explore the Q-Q plot to check the normality of the
distribution of features or variables in the data. These plots
aim to determine if the datasets are from populations with a
normal distribution. In Fig. 5-7, It is observed that the data is
not normally distributed since the points are not approximately
in line with the linearly fit regression model.

We explore different important feature selection methods
described in II. In KR-2 data, it is observed that the ALogR ap-
proach proposed in [19] shows significance when compared to
other variables and NEU and Resistivity trailing corresponding
to the findings of [18] and the widely used well-log variables
utilized for TOC prediction.

V. MODEL EVALUATION

To assess machine learning methods for regression and
classification tasks, common evaluation metrics are employed.
In regression, R? and Mean Squared Error (MSE) measure
accuracy and model fit. In classification, metrics such as
F1 score, Precision, Recall, Accuracy, and Area Under the
Receiver Operator Characteristic (ROC-AUC) curve evaluate
classification performance. These metrics provide insights into
the model’s effectiveness in regression and classification tasks,
and they can be computed using the following approaches

i (i — 0:)?

R*=1- 2% -
Zi:l(yi - y)2

(7

1 n
MSE == (y; — i) 8
- izl(y 9i) (8)
Precision x Recall

Fl1=2
% (Precision + Recall) ©)

TP

Precision = (————— 1

recision (TPJrFP) (10)
TP+TN

A = 11

Y = TP TN+ FP+ FN (1
TP

Recall = (m) (12)

where TP = True Positives, TN = True Negatives, FP = False
Positives, FN = False Negatives.

A good regression model is marked by high R? and low
Mean Squared Error (MSE). For classification, a good model
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Fig. 8. Determination of Feature Importance in KR-2 using (a) RF
(b) Gradient Boosting (c) Linear Regression and (d) Decision Tree

exhibits high accuracy, Precision, Recall, F1 score and ROC-
AUC. However, the least acceptable score for classification is
arguably 0.5 [43], [44].

VI. DISCUSSION & CONCLUSION

This study developed a predictive machine learning model
for Total organic carbon (TOC) using well log data of kolmani
field ( i.e., Kolmani River 2 and Kolmani River 3). The study
explored the prediction as a regression and classification prob-
lem. In both cases, two common feature selection methods was
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Fig. 14. Receiver Operating Characteristic curve for KR-3
investigated to check the feature relevancy of the predictors

of the TOC. Also, the different feature selection methods

were tried to complement each others weakness, as well as use features commonly selected as the most relevant across
to understand and develop a robust predictive model for TOC  both feature selection methods. These features where then used
prediction. In both cases and for both data, we decided to for developing the classification and the regression model.



To further emphasize on the robustness, and generalization
of the developed model, we implemented the regression and
the classification model using 5-fold nested cross-validation.
The regression analysis shows a R? value of 0.62 and 0.76
for the respective well-logs with an MSE score of 0.05 and
0.07, respectively. Meanwhile, valuation metrics including F1
score, Precision, Accuracy, and Recall were investigated for
the different ML classification methods, and Naive Baye’s
was concluded to outperform others using the defined metrics.
Overall, it is observed that using machine learning methods
could be efficient in predicting TOC values. In conclusion,
it is safe to say that performance can vary between different
algorithms to achieve TOC content prediction as illustrated
in this study. Additionally, we observe the uniqueness of
each algorithm which is the reason for achieving different
results even on the same dataset. Lastly, the amount of data
and utilized features and variables play a crucial role in the
learning process which can further affect performance and
outcome.
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