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Abstract
This study developed the Belief in Myths of Psychology Scale (BiMPS), a 50-item measure that consists of psychological myths and examined its psychometric properties in three studies. In Study 1, 774 students from Austria completed the BiMPS along with measures of superstitious beliefs, the Big Five personality factors, and interest in science. Results showed that an overall score computed from all 50 myths showed good internal consistency and facets of validity. In a sample of British university students, Study 2 showed that altering the anchoring of some items did not alter responses to the BiMPS. Finally, the results of Study 3 showed that enrolment on an introductory psychology module reduced belief in myths of psychology among a British university sample. 
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Are the Scope and Nature of Psychology Properly Understood? A Preliminary Examination of Belief in Myths of Popular Psychology Among University Students

It is a matter of serious concern that the methods of genuine psychology, that the conditions of advance in psychology, that the scope and nature of its problems should be properly understood (Jastrow, 1900, p. vii). 

Ever since scholars began to formalise psychology as an academic discipline at the turn of the last century, serious attempts have been made to disseminate information and correct popular misconceptions about psychology (e.g., James, 1890/1983). For example, Jastrow’s (1900) book Fact and Fable in Psychology, from which the introductory quote above is taken, was an early attempt to resolve popular misconceptions about psychology and the work of psychologists by distinguishing between psychological facts and fables. Despite profound developments in academic psychology in the subsequent century, the task of disseminating accurate scholarly information and correcting popular myths about psychology remains, in the words of Jastrow (1900, p. vii), “a matter of serious concern”. 


One of the most important changes in the way psychology is disseminated has been the growth of the popular psychology industry (e.g., see Jarzombek, 2000). As various scholars have noted, however, while the popular psychology industry has proved successful at shaping public beliefs, the information it provides about human behaviour is, more often than not, based on misinformation and misconceptions of psychology (e.g., Cordón, 2005; Justman, 2005; Stanovich, 2007; Uttal, 2003; Wade, 2008). In their recent, topical book 50 Great Myths of Popular Psychology, Lilienfeld, Lynn, Ruscio, and Beyerstein (2010) termed this body of misinformation as ‘psychomythology’ because “it consists of misconceptions, urban legends, and old wives’ tales regarding psychology” (p. 2).


In the view of Lilienfeld et al. (2010), myths of psychology share several common properties with scientific misconceptions more broadly (see Hammer, 1996), including that they are relatively stable and strongly-held, are contradicted by well-established scientific evidence, influence how people understand the world, and require correction in order to achieve accurate knowledge (Stover & Saunders, 2000). The myths that Lilienfeld et al. (2010) review, such as the belief that human beings only use 10% of their brains, are compelling because some contain kernels of truth, while others fit with broader conceptions of human nature that the general public find plausible or help make explicable phenomena that are otherwise difficult to explain or stressful.  


Moreover, Lilienfeld et al. (2010) emphasise that very little effort on the part of the popular psychology industry has gone into debunking psychomythology or providing the general public with the tools to distinguish factual from fictional claims. This is important because studies and commentary have suggested that the general public has difficulty distinguishing between factual and fictional claims about human behaviour (e.g., Della Salla, 1999, 2007; Herculano-Houzel, 2002). For example, surveys of the general public in different countries have suggested that they do not have a good understanding of psychology in general or specific aspects of psychology, such as child development (Furnham, Callahan, & Rawles, 2003; Kah & Reiko, 2008; McCutcheon, Furnham, & Davis, 1993) and hypnosis (Wilson, Greene, & Loftus, 1986). Worryingly, even non-social science faculty (Gardner & Hund, 1983) and students of psychology (e.g., Lamal, 1995) appear to subscribe to popular myths of human behaviour.


In terms of the latter, for example, several studies have suggested that introductory psychology students do not accurately understand psychology as a science or have a high degree of acceptance of popular myths of psychology (e.g., Brown, 1983; Furnham, 1992; Gardner & Dalsing, 1986; Martin, Sadler, & Baluch, 1997; McCutcheon, 1991; Sternberg & Grigorenko, 1999; Taylor & Kowalski, 2004; Thompson & Zamboanga, 2004). In one study, Furnham (1993) reported that introductory psychology students faired no better than students from other disciplines in correctly answering questions about psychology. More recently, Standing and Huber (2003) reported that, among psychology students completing a true-or-false myth belief questionnaire, there was a very high level of myth acceptance (71%). 

As with myths about science more broadly (see Swami, Stieger, Pietschnig, Nader, & Voracek, 2012), there are important reasons to both examine and correct erroneous beliefs about psychology among the general public. As Lilienfeld et al. (2010) have pointed out, to the extent that such myths are based on misinformation or inaccuracies, psychological myths may be harmful either directly (e.g., physically punishing children, based on the belief that punishment effectively changes behaviour, may actually result in undesirable behaviours) or indirectly (e.g., seeking out ineffective psychological treatments, which result in a waste of time, effort, and money). Conversely, it has been argued that decreased acceptance of science- and psychology-related myths may be associated with improved personal decision-making, greater participation in civic affairs, and higher economic productivity (see McCutcheon, Apperson, Hanson, & Lynn, 1992; Swami et al., 2012).


As noted above, to date there have been a number of studies examining beliefs in myths of popular psychology, but there may be several limitations with this literature. First, there currently exists a multitude of different measures aimed at operationalising beliefs in myths of psychology. For example, some scholars have used multiple-choice questions based on psychology instructor manuals (e.g., Furnham, Thompson, & Baluch, 1998; McCutcheon, 1991), while others have used purpose-designed scales, such as the Psychology as a Science Questionnaire (Friedrich, 1996). The former, however, may have uncertain validity due to the inclusion of technical jargon and experimental details with which the general public cannot be expected to be familiar (Furnham et al., 1998), while the latter appears to have been designed with introductory psychology students in mind rather than the general public.


A second problem concerns measurement reliability: given that some studies find higher rates of misconception than others (e.g., Gardner & Dalsing, 1986; McCutcheon et al., 1992) and given some evidence of a lack of association between misconception performance and grades in psychology courses (e.g., Thompson & Zamboanga, 2004), it might be argued that scales used in these studies show poor measurement reliability (Amsel et al., 2009). In addition, it is unclear to what extent measures such as McCutcheon’s (1991) Test of Misconceptions and Friedrich’s (1996) Psychology as a Science Questionnaire fully account for changes in psychological misconceptions that have occurred in the past decade, particularly with the advent of the popular psychology industry. More to the point, it is uncertain to what extent previous scales of psychological misconceptions capture the full gamut of contemporary psychological misconceptions. 

In an attempt to overcome some of these limitations, Gardner and Brown (2013) developed a new 55-item measure of psychological misconceptions based on the myths contained in Lilienfeld et al.’s (2010, p. xv) book, which “is the first to survey the full landscape of modern popular psychology, and to place common psychological misconceptions under the microscope of scientific evidence”. Together, the 50 myths that Lilienfeld et al. (2010) reviewed constitute the most widespread contemporary myths of psychology in the general population. Gardner and Brown (2013) indicated that their measure had good internal consistency and that overall scores were significantly and negatively correlated with reported reading of news magazines. More recently, Bensley, Lilienfeld, and Powell (2014) developed a 40-item measure based on the same source and showed that belief in psychological misconceptions was predicted by measures of paranormal belief, faith in intuition, the ability to distinguish scientific fields and practices from pseudoscientific ones, and academic scores. 

In both these cases, however, the authors presented limited evidence of the factorial validity of their newly-designed measures beyond internal consistency coefficients. This is important because internal consistency provides only a limited indication of a scale’s factorial validity. In the present work, therefore, we sought to design, develop, and examine the properties of a novel inventory that taps beliefs in psychological myths based on the review by Lilienfeld et al. (2010). In Study 1, we sought to examine whether agreement with the 50 myths could be reduced to a reliable factor structure, and also conducted an examination of our novel scale’s convergent and discriminant validity. In Study 2, we sought to establish whether refining the response-direction of scale items would alter responding and, finally, in Study 3, we examined the impact of completing an undergraduate module in psychology on the belief in myths of psychology. 

Study 1


The main aim of Study 1 was to design and develop the Belief in Myths of Psychology Scale (BiMPS), a novel scale that assesses beliefs in the psychological myths reviewed by Lilienfeld et al. (2010). More specifically, a primary concern of Study 1 was to establish whether agreement with the 50 myths could be reduced to a reliable factor structure. One possibility was to examine whether the myths could be reduced to the arrangements of myths in the relatively discrete chapters of Lilienfeld et al. (2010). On the other hand, given that the organisation of chapters in Lilienfeld et al. (2010) were driven by concerns other than factorial structure (e.g., perceived interest among readers, practical importance of myths, and the need to avoid repetition), it is also possible that the 50 myths would not yield discrete factors based on chapter content as identified by Lilienfeld et al. (2010). In this case, we also aimed to conduct exploratory analyses to examine possible alternative factor structures. For example, in the introduction to their book, Lilienfeld et al. (2010) review ten major sources underpinning psychological myths, such as confusing correlation with causation and overreliance on a representativeness heuristic. It is, therefore, possible that these, rather than the overt content of each myth, will underpin latent factors, a possibility that we examined. 


We also conducted a preliminary investigation of this novel scale’s convergent and discriminant validity. In addition to between-group differences by key demographics, we also examined the associations between beliefs in psychological myths and superstitious beliefs and the Big Five personality variables. In the first instance, superstitious beliefs refer to the idea that luck or future events can be influenced by forces, rituals, or actions not directly related to those events (Wiseman & Watt, 2004). Superstitious ideation has been associated with a rejection of official or mainstream mechanisms of information-gathering and expert opinion; it relies, rather, on the use of lay experiences and intuitive (as opposed to analytical) thinking styles for legitimation (see Aarnio & Lindeman, 2005). In addition, superstitious beliefs may be correlated with a tendency to believe that personal or life outcomes are governed by external forces beyond one’s control (e.g., Tobacyk, Nagot, & Miller, 1988), making superstitious beliefs a good candidate for assessing the convergent validity of beliefs in myths of psychology. As a further test of convergent validity, we also included a single-item measure of interest in science. 


In addition, we also included a measure of the Big Five factors, a hierarchical model that measures an individual’s broad personality traits along five dimensions (Openness to Experience, Conscientiousness, Extraversion, Agreeableness, and Neuroticism; McCrae & Costa, 1992). The Big Five factors were included to provide a measure of convergent validity for our novel scale. Specifically, we expected to find a negative correlation between beliefs in psychological myths and Openness to Experience, as the latter factor taps a desire for intellectual stimulation and is positively associated with intelligence (see Chamorro-Premuzic, 2007). In addition, we also expected a positive association between Conscientiousness and belief in psychological myths, based on the reported positive relationship between this personality trait and general academic performance (e.g., Higgins, Peterson, Lee, & Pihl, 2007). 
Method

Participants


The participants of this study were 497 women and 277 men from a university in Vienna, Austria, of whom practically all (99.3%) were of European Caucasian descent. Participants had a mean age of 28.87 years (SD = 9.11). Participants were enrolled in a range of courses, of which 32.8% were social-science related (including psychology) and 67.2% were non-social-science related (e.g., informatics, mathematics, law).  

Materials


Belief in Myths of Psychology Scale (BiMPS). We designed a novel scale to measure belief in myths of psychology based on the review of Lilienfeld et al. (2010). In the review, the authors highlighted 50 common myths or misconceptions about psychology, arranged in 11 chapters, namely myths about the brain and perception (5 myths), development and aging (5 myths), memory (4 myths), intelligence and learning (4 myths), consciousness (4 myths), emotion and motivation (4 myths), interpersonal behaviour (4 myths), personality (6 myths), mental illness (6 myths), psychology and the law (4 myths), and psychological treatment (4 myths). Each chapter includes a basic description of the myth, which we used as items for the present study (see Table 1). The 50 items were presented in a single randomised order and participants were asked to indicate whether they believed each item was true or false on a dichotomous true-or-false scale. Although true-or-false response scales have been criticised for failing to capture the complexity of psychological information (e.g., Gardner & Dalsing, 1986; McCutcheon, 1991), they allow for greater ease of responding and appeared to be appropriate for the items used in the present study. It should also be noted that dichotomous true-or-false scales continue to be used within the extant literature examining beliefs in myths of psychology (e.g., Standing & Huber, 2003).


Superstitious Beliefs (Wiseman & Watt, 2004; German translation: Voracek, 2009). Superstitious beliefs were measured using the 6-item scale developed by Wiseman and Watts (2004), which measures agreement with negative (e.g., walking under a ladder) and positive (e.g., touching wood) superstitions. Items were rated on a 6-point Likert-type scale (1 = Totally disagree, 6 = Totally agree). Although it is possible to derive scores for negative and positive superstitious beliefs separately, Voracek (2009) suggests that the German version of the scale is best considered unidimensional. In the present study, therefore, we computed an overall superstitious beliefs score by taking the mean of all six items (higher scores indicate greater superstitious beliefs). Cronbach’s alpha for this scale in the present study was .87, which is similar to that reported in previous studies using the German version of this scale (e.g., Swami, Coles et al., 2011; Voracek, 2009). 


Big Five Personality Factors. To measure the Big Five personality factors, we used the Mini-IPIP (Donnellan, Oswald, Baird, & Lucas, 2006), a 20-item short form of the 50-item International Personality Item Pool (Five-Factor Model) measure (Goldberg, 1999). Participants rated the extent to which a series of statements accurately describe themselves on a 5-point Likert-type scale (1 = Very inaccurate, 5 = Very accurate). An overall score for each of the Big Five personality factors is computed as the mean of four items associated with each factor, respectively. The Mini-IPIP has been shown to have good internal consistency, good patterns of convergent and discriminant validity, similar coverage of facets as other broad Big Five measures, and good test-retest reliability up to several months (Donnellan et al., 2006). In the present study, Cronbach alphas for the Big Five factors all exceeded .62, which is consistent with previous work (Donnellan et al., 2006). 


Interest in Science. We included a single-item measure of strength of interest in science. Participants were asked to indicate their interest in science in general on a 10-point Likert-type scale (1 = Low interest, 10 = High interest). 


Demographics. Participants provided their demographic details consisting of sex, age, ethnicity, and field of study. The latter was used to categorise participants as belonging to either social science or non-social science courses. Participants were also asked to indicate their study progress as the number of terms they had been enrolled in their respective courses. 

Procedure


Unless otherwise stated above, the scales used in the present study were initially prepared in English and translated into German by five of the authors (SS, IWN, JP, UST, MV) using the parallel blind technique (Behling & Law, 2000). Each researcher initially translated the scales independently and these translations were then compared against each other. Disputed phrases or translations were settled by agreement between the researchers. Data collection for the present study was conducted online via targeted sampling. Using the official online address book of the university, a total of 8,092 students from different courses were invited via their personal email to take part in the online study. Of this total, 1,347 opened the first page of the online questionnaire and 774 provided complete responses on the whole questionnaire. The online questionnaire was presented on thirteen online pages. The first page presented participants with basic information about the study and allowed them to provide informed consent; the second page requested participant demographics and interest in science; pages 3 through 8 presented the BiMPS; pages 9 and 10 presented the Mini-IPIP; pages 11 and 12 contained the superstitious beliefs scale, and; the final page presented participants with debrief information and allowed them to make comments for the experimenters. All participants took part on a voluntary basis and were not remunerated for participation. 

Results

Descriptive Statistics


Responses on each of the 50 items included in the BiMPS are reported in Table 1. As can be seen, rates of believing that a myth was true ranged from 93.5% for myth 44 (“Criminal profiling is helpful in solving cases”) to 5.9% for myth 38 (“Only deeply depressed people commit suicide”). The mean response rate for believing that myths were true was 51.3%. 

Psychometric and Structural Analyses


The BiMPS was analyzed regarding its psychometric and structural properties, applying exploratory factor analysis on all 50 items. To avoid well-known problems of artificial (difficulty-related) factors when using factor analysis on dichotomous items, tetrachoric correlations were factorized (instead of Pearson correlations). Furthermore, Cronbach’s alpha, mean inter-item correlations, and corrected item-test correlations were calculated for the whole BiMPS and for the subscales that are formed by the eleven chapters of Lilienfeld et al.’s (2010) review. As can be seen in Table 2, reliability of the total BiMPS appeared to be acceptable (( = .78). Corrected item-test correlations were almost all positive (sole exception: Item 15; see Table 1) with a median of .23, indicating for the most part subtle but positive interrelations among the distinctly different item contents. Subscale reliabilities were unacceptably low, suggesting considerable item heterogeneity within each chapter. Mean inter-item correlations were weak but consistently positive (see Table 2), which, again, indicated subtle ordered relations within all the domains on the item level. Exclusion of the worst fitting item within each scale raised Cronbach’s alphas by .09, at best. Moreover, exclusion of Item 15 (“Intelligence tests are biased against certain groups of people”; see Table 1), that had a corrected item-test correlation of -.08 in the total BiMPS, also did not raise reliability.


Exploratory factor analysis (principal components method) of the matrix of tetrachoric correlations revealed a dominant first factor, which explained unrotated 15.8% of the total variance. The scree plot suggested extraction of 11 factors (the first five eigenvalues were 7.89, 2.41, 2.28, 1.94, 1.86, the 11th was 1.40; between the 11th and 12th eigenvalue [= 1.27] was a larger drop [Δ = 0.13], subsequent eigenvalues differed by less than 0.05), which explained 43.0% of the total variance. Yet, neither varimax nor oblique rotations produced loading patterns that conformed to Lilienfeld et al.’s (2010) chapters or that could be interpreted easily. None of the chapters could be fully retrieved empirically; instead, items within chapters were found to cross-load on different factors. Moreover, fourteen items (with oblique rotation; thirteen with varimax rotation) had loadings < .30 (e.g., item 2 “Some people are left-brained, others are right-brained”: highest loading = .16; item 20 “Researchers have demonstrated that dreams possess symbolic meaning”: highest loading = .18; oblique rotation), and a further twelve (with oblique rotation; nineteen with varimax rotation) had loadings < .40.


In order to further investigate whether some items could be used to establish scales empirically, Mokken scale analysis (MSA; Mokken, 1971; Sijtsma & Molenaar, 2002) was applied to the BiMPS. MSA is a probabilistic advancement of classic (deterministic) Guttman scalogram analysis, and is related to unidimensional nonparametric models of item response theory. MSA entails the computation of item and scale indices (Loevinger’s H), which relate to an item’s discrimination and a scale’s overall psychometric properties, respectively. Commonly, scales are required to exhibit values of H > .30 (‘weak’), while H > .50 delineates a ‘strong’ Mokken scale (and H = 1.00 would indicate a perfect, error-free Guttman scale). Values of H > .30 are evidence of a scale’s unidimensionality. MSA may be applied confirmatorily or in an exploratory way, where an automated algorithm (automated item-selection procedure or AISP; Mokken, 1971; Sijtsma & Molenaar, 2002) may be used to detect sets within an item pool that form Mokken (unidimensional) scales.


Confirmatory application of MSA on the BiMPS revealed only mediocre measurement properties across all 50 items (see Table 2). Item 15 (“Intelligence tests are biased against certain groups of people”) also had a negative item H value, indicating that it should either be recoded to be admissible for MSA or excluded. Exclusion raised the scale’s H value only negligibly (H = .12). Measurement properties of single BiMPS subscales were in some cases better than for the overall BiMPS, but still well below the cut-off of H = .30. Exclusion of items with negative corrected item-test correlations and negative-item H values did not noticeably change these results. Taken together, results of confirmatory MSA confirmed that the BiMPS is multidimensional, which was similarly suggested by factor analysis. 


Application of the AISP resulted in eight Mokken scales with Hs > .30 (ranging from .32 to .48), five of which consisted of only two items each (items 1 and 2; 3 and 22; 4 and 21; 9 and 40, and; 14 and 34), while the other three consisted of five (items 11, 27, 29, 30, 49), four (items 5, 23, 35, 36), and three items (items 25, 41, 45), respectively. Contentwise, none of these subscales retrieved whole chapters of Lilienfeld et al. (2010)’s compilation. The remaining 28 items (56.0%) of the BiMPS were unscalable with AISP; that is, they did not fit with any of the other items. Accordingly, subsequent factor analyses with less than 11 factors (see above) did also not yield a more coherent picture of the structure of the BiMPS. Consideration of these results suggests the use of total BiMPS scores for further analyses, as seemingly no broad and meaningful scales could be established empirically. 

Further Analyses


Using the total score of the responses to the BiMPS, we first sought to examine whether there were significant differences by participant sex or type of course. In the first instance, an independent samples t test showed that there was no significant difference in responses by participant sex, t(772) = 1.74, p = .082, d = 0.13. On the other hand, there was a significant difference by type of course, t(772) = 3.88, p < .001, d = 0.28, with non-social science students (M = 26.20, SD = 6.03) showing significantly higher myth acceptance than social science students (M = 24.37, SD = 6.37).


We next examined correlations between responses on the BiMPS and the Big Five personality factors, superstitious beliefs, interest in science, and study progress using Pearson correlations. Results showed that, for the total sample, stronger belief in myths of psychology was significantly correlated with greater superstitious beliefs (r = .29, p < .001), shorter study progress (r = -.16, p < .001), lower interest in science (r = -.13, p < .001), greater Extraversion (r = .09, p = .009), and lower Openness to Experience (r = -.08, p = .019). There were no significant correlations between responses on the BiMPS and Agreeableness (r = .07, p = .051), Conscientiousness (r = .06, p = .078), or Neuroticism (r = .04, p = .238). 

Regressing belief in myths in psychology on these variables yielded an overall significant model, F(8, 703) = 15.61, p < .001, adjusted R2 = .14. In the multivariate model, associations with greater superstitious beliefs (B = 1.86, SE = 0.24, b = .28, p < .001) and shorter study progress (B = -0.15, SE = 0.03, b = -.15, p < .001) remained unchanged, as compared to the bivariate analyses. The association with general interest in science diminished (B = -0.26, SE = 0.12, b = -.08, p = .039). Associations with Extraversion (B = 0.48, SE = 0.28, b = .06, p = .089) and Openness (B = -0.61, SE = 0.33, b = -.07, p = .068) lost their significance. Agreeableness (B = 0.56, SE = 0.33, b = .06, p = .090) and Neuroticism (B = 0.30, SE = 0.27, b = .04, p = .265) remained non-significant. However, Conscientiousness (B = 0.77, SE = 0.28, b = .10, p = .007) appeared to be a positive predictor of belief in myths in psychology, controlling for the other variables in the multivariate model.

Discussion


The results of Study 1 suggest, firstly, that it was not possible to reduce the BiMPS into a coherent factor structure, based either on a priori chapter headings used by Lilienfeld et al. (2010) or on the results of our factor analysis. As we suggested above, it appears that the range of myths reviewed by Lilienfeld et al. (2010) is multidimensional and, even more importantly and interesting, more than half of its items appear to be quite idiosyncratic regarding their content. For practical purposes, however, it would certainly be practical and acceptable to use total BiMPS scores (which showed adequate reliability in the present study) as an overall measure of belief in a broad range of psychological myths. Regarding the inherent meaning of total BiMPS scores, we suggest regarding knowledge on the covered myths as heterogeneous as well. Yet, nearly 16% of the total BiMPS items variance was accounted for by a dominant first factor in exploratory analyses. Thus, total BiMPS scores may be seen as a simple but quite reliable indicator of a likely more heterogeneous underlying construct.

Our results also suggest that total scores on the BiMPS have good convergent validity. In the first instance, while we found no sex difference in myth acceptance, we did find that non-social science students were more likely to accept myths of psychology compared with their social science counterparts. This most likely reflects the greater subject-specific knowledge that the latter students have, which either directly counters some of the myths in the BiMPS or affords them a more critical stance on these myths. This is further corroborated by our finding that myth acceptance was lower with greater interest in science and greater study progress, although it should be noted that these associations could be partly attributable to general intelligence. This finding is also consistent with other work suggesting that myth acceptance decreases with the number or length of courses that students take at university (e.g., Martin et al., 1997; Standing & Huber, 2003; Taylor & Kowalski, 2004), although our results suggest that the effect may well be driven by greater immersion in higher education in general rather than psychology courses specifically. 


In addition, we found that belief in myths of psychology were positively associated with superstitious beliefs. This association is explicable in terms of the suggestion that superstitious ideation involves a rejection of mainstream mechanisms of information-gathering and expert opinion, and greater reliance on intuitive thinking styles for legitimation (Wiseman & Watts, 2004). Our results also showed that belief in myths of psychology was positively associated with Conscientiousness, which is explicable in terms of the positive relationship between this personality trait and academic performance (Higgins et al., 2007). It has further been suggested that Conscientiousness may be positively associated with intelligence per se (for a discussion, see DeYoung, 2011), which may help explain the present findings. In our study, Openness to Experience did not emerge as a significant predictor of belief in myths of psychology, although it was a significant and negative correlate. It should further be emphasised that the associations with the Big Five factors generally were of modest size and will require replication with more reliable measures before they can be accepted fully. 

Study 2

An important limitation of Study 1 was the fact that all items in the BiMPS were worded so that the correct response was to indicate that the myths were ‘false’. For example, it is possible that our finding in Study 1 that the overall acceptance rate of myths was 51.3% may have been an artifact of our design. In combination with our dichotomous response scale, participants may have presumed that half of the items were true and that the rest were false. Alternatively, participants may have recognised that most items were false and correctly guessed that the BiMPS contains exclusively false items. In such cases, responses on the BiMPS may not reflect personal beliefs about the myths, but rather the presumed uniformity of appropriate responses. 

As such, it is possible that we may have obtained different findings had we reworded some of the items so that they were true. Indeed, it has been suggested that acquiescence bias can be potentially reduced by using items that are phrased in opposite directions (Spector, 1992). The use of items phrased in opposite directions may lower the likelihood of extreme scores and should, therefore, cause less damage to estimates of means and statistical tests based on derived data. The aim of Study 2, therefore, was to examine the utility of a revised version of the BiMPS in which we included some reversed items. Following standard psychometric practice (Spector, 1992), several items in the BiMPS were reverse-keyed so that they were no longer ‘myths’ in the sense described by Lilienfeld et al. (2010).  

Method

Participants


Participants of Study 2 were 133 women and 52 men from a university in London, England (age M = 19.62, SD = 4.18). Of the sample, 58.4% self-reported as being of British White descent, 23.1% as Asian, 7.0% as African Caribbean, and 11.5% as of other ancestry. All participants were enrolled on courses in a social sciences and humanities school, with the exception that we excluded participants who were enrolled on a psychology degree. 

Materials


Two versions of the BiMPS were used in Study 2, the first of which was identical to that reported in Study 1 (i.e., in which all items were worded so that the correct response was to indicate that the myths were ‘false’). A second version of the BiMPS was prepared so as to include some items that were reversed. In so doing, we were mindful that not all items could be reversed without a corresponding change of meaning or lack of clarity. When revising the BiMPS, therefore, we reversed items for which the revised version showed little to no change in semantic meaning or ease of understanding (see Spector, 1992). The 14 items that were reversed were those for which we were certain that reversing the polarity of the item did not substantially alter its meaning (see Table 1). In addition to completing the BiMPS, participants also provided their demographic details, consisting of sex, age, and ethnicity.

Procedure


Participants were recruited opportunistically from campus locations by two research assistants. In order to mask the study’s aims, participants were invited to take part in a study ostensibly about student experiences at university (the survey included additional scales that were not relevant to the present study’s hypotheses). Once participation had been agreed, participants provided informed consent and were randomly assigned to one of two testing groups. The first group (n = 91) completed the original version of the BiMPS used in Study 1 whereas the second group (n = 94) completed the new version of the BiMPS that included reversed items and is detailed in Table 1. All participants completed paper-and-pencil versions of the survey on a voluntary basis and were not remunerated for participation.


In addition, a random sample of 30 participants that had initially completed the original version of the BiMPS were invited, three weeks after first being surveyed, to participate in a second survey, again ostensibly on student experiences at university. Where there was no response, invitations were sent again a week later. In total 26 individuals agreed to take part in the survey, representing a response rate of 86.7%. Once participation had been agreed, participants were sent the survey containing the revised BiMPS as well as filler scales. The survey was sent by email and returned to the first author in a sealed envelope. As required by the relevant ethics committee, nominal codes were used to link the data from the second testing session with earlier data without breaching the participants’ right to anonymity. 

Results


We initially dealt with the data from participants who had completed the original or revised versions of the BiMPS during the first testing session. Preliminary analyses revealed no significant difference in mean age between participants who completed the original or revised versions, t(183) = 0.44, p = .660, d = 0.07. As in Study 1, therefore, we computed total scores on responses to the BiMPS for both groups. An independent samples t test revealed no significant between-group differences in responses by participants who completed the original (M = 27.42, SD = 6.03) or revised (M = 26.76, SD = 6.55) versions of the BiMPS, t(183) = 0.72, p = .476, d = 0.11. However, overall scores may mask the effects of rephrasing if participants responded based on the assumption that half the correct answers were true and half were false. As a further test of the effects of rephrasing, therefore, we computed a multivariate analysis of variance (MANOVA) with the 14 revised items as the dependent variables and group (original vs. revised) as the independent variable. The results indicated that there was no significant omnibus effect of group, F(14, 160) = 0.11, p = .960, (p2 = .01. We also examined internal consistency coefficients for both BiMPS versions: Cronbach’s alpha for the original version of the scale was .77 for the original version and .78 for the revised version. 


We next computed total scores for the BiMPS for participants who completed the original version of the scale during the first testing session and the revised version during the second testing session. A paired t test revealed no significant difference in responses between the first (M = 25.81, SD = 6.05) and second (M = 28.85, SD = 5.74) testing sessions, t(25) = 1.52, p = .140, d = 0.61. Even so, the difference between testing sessions was of a medium effect size and scores across testing sessions were significantly positively related (r = .59, p < .001). 

Discussion


Broadly speaking, the results of Study 2 suggest that the fact that the original version of the BiMPS only included items that were worded so that the correct response was to indicate that the myths were ‘false’ may not be a major limitation. More specifically, the results of Study 2 showed that there were no significant differences in responding on the BiMPS between participants who completed the original or revised versions of the scale, either in between-groups or within-groups designs. There also appeared to be no significant differences in responding in the 14 items that were rephrased and internal reliability coefficients of both versions of the scale were similar. Moreover, the results of Study 2 are notable because overall mean responses on the BiMPS among the present British sample of social science students appeared to be similar to that of social science students in Study 1. Overall, then, Study 2 suggests that the results obtained in Study 1 are not necessarily limited by the wording of the original BiMPS. In the final study, we sought to examine conceivable effects of exposure to relevant knowledge (cf. Voracek, Loibl, & Sonneck, 2008) on the endorsement of myths of psychology.

Study 3


In Study 3, we sought to examine the impact of taking an introductory module in psychology on beliefs in myths of psychology. As noted above, studies have suggested that introductory psychology students have a high degree of acceptance of popular myths of psychology (Brown, 1983; Furnham, 1992, 1993; Gardner & Dalsing, 1986; Martin et al., 1999; McCutcheon, 1991; Taylor & Kowalski, 2004; Thompson & Zamboanga, 2004). However, related work has suggested that myth acceptance decreases with the number or length of psychology courses that students take at university (e.g., Martin et al., 1997; Standing & Huber, 2003; Taylor & Kowalski, 2004). Even so, it has been suggested that positive changes tend to be minimal (e.g., Gardner & Dalsing, 1986; Kowalski & Taylor, 2001; Vaughn, 1977), although this in itself may be an artefact of the measures used by prior research to assess belief in myths of psychology. In the present study, then, we asked students taking an introductory module in psychology to complete the BiMPS at the start and end of the module, with the expectation that involvement in the module should result in a reduction in belief in myths of psychology.

Method

Participants


The participants of Study 3 were 137 first-year psychology students (122 women, 15 men) enrolled on an introductory module as part of their psychology degrees at a university in London, England. The mean age of participants was 19.65 years (SD = 3.86), and 42.3% were of Asian descent, 37.2% of British White descent, 7.3% of African Caribbean descent,  with the remainder of the sample self-reporting another ancestry. All students were enrolled on the Myth and Method module, an 11-week module run in the first semester of the academic calendar (i.e., students’ first term at university). 

The module aimed to provide students with an understanding of the approaches and methods involved in the scientific investigation of psychological phenomena and to evaluate the scientific evidence for beliefs which are widely-accepted by the general public. More specifically, core content covered in the module include critical approaches to a range of popular beliefs, including astrology, extrasensory perception, horoscopes, hypnotism, and alien visitations. In addition, one lecture of the module (delivered by the first author) was specifically geared toward a discussion of myths of psychology as delineated by Lilienfeld et al. (2010). This lecture included brief evaluations of inkblot tests (Item 35 in Table 1), use of 10% of the brain (Item 1), the polygraph test (Item 23), psychiatric admissions during a full moon (Item 42), and subliminal messages (Iitem 5).   

The module was delivered via weekly lectures, which provided an overview of each topic and the approaches and methods employed in scientific investigations of the topic. In addition, students were required to attend weekly seminars, which provided opportunities for students to work in small groups, designing and carrying out experiments, and taking part in discussions. The module was assessed via in-semester coursework that gauges a student’s ability to critically evaluate popular beliefs and psychological research in a selected area. By the end of the module, it was intended that students should be able to demonstrate a critical awareness of everyday phenomena, discuss those phenomena from a critical perspective of psychological science, and demonstrate an understanding of the factors that lead to false beliefs. As such, the core of the module was focused on building scientific thinking skills that would help students evaluate psychological and other scientific myths. An outline of the module is available from the third author.

Procedure and Materials


Participants were initially tested prior to the first lecture in the module (i.e., on the second day of the first semester) in their lecture theatre. Participants were invited to take part in the study and were informed that participation was entirely voluntary. Once participation had been agreed, participants were provided with a paper-and-pencil survey, which contained the original version of the BiMPS and demographic items (sex, age, ethnicity). Participants were also asked to self-report their knowledge of psychology (1 = Not at all knowledgeable, 7 = Very knowledgeable) and their interest in psychology (1 = Low interest, 7 = High interest). Several research assistants ensured that participants did not confer while completing the survey. 


Eleven weeks after the first testing session, participants were re-tested after the final lecture in the module. Participants were again informed that participation was voluntary and, once participation had been agreed, they completed paper-and-pencil surveys. In addition to the items that were completed during the first testing session, participants were also asked to rate their enjoyment of the module in general (1 = Did not enjoy at all, 7 = Enjoyed very much). Student identification numbers were used to link the data from the second testing session with earlier data without breaching the participants’ right to anonymity. Fourteen participants failed to provide these data during the first testing session and two failed to provide the information during the second testing session. These participants were, therefore, removed from the dataset prior to any analyses (information about participants above reflects the final dataset once participants had been removed). These participants did not differ significantly from other participants in terms of key demographics (details are available from the corresponding author). Once the surveys were completed, all participants were verbally debriefed. 

Results


Participants’ mean response on the BiMPS during the first testing session was 27.64 (SD = 5.97). Bivariate correlations showed no significant relationships between these scores and self-reported knowledge of psychology (r = .02, p = .828) or interest in psychology (r = .10, p = .228) during the first testing session. During the second testing session, participants’ mean response on the BiMPS was 16.50 (SD = 6.03). A paired t test revealed that the difference in mean responses between testing sessions was significant, t(136) = 11.20, p < .001, d = 1.92. The scores at both testing times were not significantly correlated, r = .17, p = .054. In addition, the effect size of the difference between testing sessions was even larger for the five myth items that were specifically covered on the module, t(136) = 13.71, p < .001, d = 2.35, than the already large effect size for the 45 myths that were not specifically covered, t(136) = 9.94, p < .001, d = 1.70. Greater belief in myths of psychology during the second testing session was significantly correlated with lower self-rated knowledge of psychology (r = -.42, p < .001) and lower interest in psychology (r = -.38, p < .001). On the other hand, belief in myths of psychology during the second testing session was not significantly correlated with enjoyment of the module (r = -.05, p = .582). 

Discussion


The results of Study 3 indicate that enrolment in a first-year psychology module resulted in significantly lower belief in myths of psychology after 11 weeks. Indeed, the effect in the present study is notable, not only because it is consistent with previous work (e.g., Martin et al., 1997; Standing & Huber, 2003; Taylor & Kowalski, 2004), but also because the effect size uncovered was very large. The latter is consistent with the effects observed in a similar intervention study based on exposure to relevant knowledge (Voracek et al., 2008). Of course, in the absence of further data, it is difficult to conclude that the reduction in erroneous beliefs was the sole result of enrolment in this one particular module. Certainly, it is possible that engagement with other modules or even extra-curricular activities as a psychology student helped to reduce belief in myths of psychology. Even so, the present results provide further evidence for the validity of the BiMPS, insofar as first-year psychology students showed a significant and large reduction in erroneous beliefs by the end of their first semester at university. Furthermore, it was noteworthy that the improvement in beliefs was better for those items that were specifically covered on the module than those that were not. 

General Discussion

Although belief in myths of psychology appears to be a thriving area of research (e.g., Bensley et al., 2014; Furnham, 1992; Gardner & Brown, 2013; McCutcheon, 1991; Standing & Huber, 2003; Taylor & Kowalski, 2004; Thompson & Zamboanga, 2004), the scales used to operationalise such beliefs in previous studies suffer from a number of limitations, including uncertain validity and reliability, possible archaism, an incomprehensive coverage of psychological myths in existence following the rapid expansion of the popular psychology industry. In the present study, we sought to develop and test the psychometric properties of a novel scale that measures beliefs in psychological myths, based on the review of myths of popular psychology summarized in the seminal book by Lilienfeld et al. (2010). Taken together, the results of the three studies reported here suggest that the BiMPS is heterogeneous, but its overall score can still be used as a measure of beliefs in myths about psychology. It also has good convergent and discriminant validity. It is also likely that use of the original BiMPS is not necessarily limited in terms of item-anchoring, although scholars may wish to use the revised version of the measure in future research. Broadly speaking, these results support the results of previous work using similarly-designed scales (bensley et al., 2014; Gardner & Brown, 2013).

In the present study, the overall acceptance rate of myths across studies was about 50%. This figure is somewhat lower than in other recent studies that have used a true-or-false response scale (e.g., 71% in Standing & Huber, 2003). It seems probable that this discrepancy is a result of the different items measuring belief in myths that have been used in different studies. Based on the present results, we posit that when item coverage includes a wider range of myths, there may be somewhat lower rates of acceptance depending on the nature of included items. In Study 1, for example, only a small proportion of participants accepted the myth that the polygraph is an accurate means of detecting dishonesty, although this myth appears to be relatively widespread in popular culture as well as among psychologists and psychiatrists with expertise in law (see Lilienfeld et al., 2010).


 Despite the above findings, we should emphasise that the present findings are preliminary and that a number of limitations will need to be overcome in future work. First, although the true-or-false response scale we have used for the BiMPS allows for greater ease of responding, it may also fail to capture the complexity of psychological information present in items (cf. Gardner & Dalsing, 1986; McCutcheon, 1991). For example, as Lilienfeld et al. (2010) note, many of the myths that they have reviewed contain a kernel of truth, which makes it difficult to know whether a ‘true’ response is reasonable. In this sense, it might be argued that BiMPS scores may reflect a respondent’s general scepticism or threshold for accepting evidence in support of a psychological claim. In future work, it may be useful to examine the utility of alternative response formats for the BiMPS, such as the inclusion of a ‘Do not know’ option or a Likert-type rating scale (for a review, see Bensley et al., 2014). 


In similar vein, although the results of Study 2 indicate that the internal consistency of the BiMPS was essentially unchanged followed reverse-keying of some items, the lack of any difference in the endorsement of original versus reversed items may be viewed as problematic. That is, the lack of difference might indicate thoughtless responding or possibly that respondents assumed an equal true-false split, which affected the manner in which they responded to the BiMPS. Indeed, the sample size of Study 2 was too small to perform more systematic analyses of the reverse-keyed items and we also did not collect additional data to test for changes to correlates as a result of reverse-keying items in the BiMPS. It will be very important for future work to conduct further assessments of the impact of the true-false format of responding, in order to ascertain the extent to which alternative or improved response formats alters responding on the BiMPS. 


A related methodological concern relates to our use of a single item to measure interest in science or psychology (Studies 1 and 3, respectively) and knowledge of psychology (Study 3). It is very likely that the variables of interest are multidimensional and, in such a scenario, our single-item measures may fail to capture the meaning and complexity of interest or knowledge of psychology among undergraduates. Additionally, given our sampling methods, the present results should not be generalised to the wider population. In a similar vein, we did not collect information about previous (i.e., pre-university) exposure to psychology or psychology-related courses, which may be expected to shape belief in myths of psychology. Finally, it will be important to more fully investigate the construct validity of the BiMPS. In this regard, future work could examine the associations between BiMPS scores and such factors as belief in science-related myths (Swami et al., 2012), anti-scientific beliefs (Yates & Chandler, 2000), or psychiatric scepticism (Swami & Furnham, 2011). Given the test-retest correlation of .59 in Study 2, albeit with different versions of the BiMPS, it may also be useful to conduct further examinations of the test-retest reliability of the scale. Finally, it may also prove useful to examine other myths of psychology not covered in the BiMPS: for example, Lilienfeld et al. (2010) provide an extensive list of further myths in each of their chapters. In all, there are an additional 250 myths (e.g., that newborn babies are virtually blind and deaf, p. 63; or that memory is chemically transferable, p. 81), which may be useful investigated in future work. 


Notwithstanding these limitations, the present work highlights the BiMPS as a reliable and valid tool for assessing belief in psychological myths. As we have noted earlier, it is important for researchers to use scales that are reliable, valid, and relevant to contemporary society, particularly as the scope and range of popular psychology has undergone rapid changes in recent years (Lilienfeld et al., 2010). In this preliminary investigation, we venture that the BiMPS overcomes some of the limitations of previous scales and represents a new and useful tool in the arsenal of scholars wishing to assess belief in myths of psychology among students or the general public. More than a hundred years after Jastrow (1900, p. vii) first highlighted the importance of ensuring “that the scope and nature of its [genuine psychology] problems should be properly understood”, this remains an important task for psychologists and psychological science today. 
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Table 1. Percentage (%) of Participants Who Rated a Myth as True on the Beliefs in Myths of Psychology Scale in Studies 1, 2, and 3, and Corrected Item-Test Correlations in Study 1. 
	
	Study 1 


	Study 2 (original)
	Study 2 (revision)a
	Study 3 (Time 1)
	Study 3 (Time 2)

	
	rit
	N = 774
	n = 91
	n = 94
	N = 137

	1. Most people use only 10% of their brain power.
	.13
	51.6
	56.0
	62.8
	59.9
	15.3

	2. Some people are left-brained, others are right-brained.
	.19
	87.0
	50.5
	53.2
	55.5
	19.0

	3. Extrasensory perception is a well-established scientific phenomenon (Extrasensory perception is not a well-established scientific phenomenon).
	.27
	22.6
	20.9
	29.8
	20.4
	21.2

	4. Visual perceptions are accompanied by tiny emissions from the eyes. 
	.18
	16.6
	33.3
	36.3
	29.9
	23.1

	5. Subliminal messages can persuade people to purchase products (Subliminal messages are unsuccessful at persuading people to purchase products).
	.31
	89.6
	87.9
	85.1
	84.7
	35.0

	6. Playing Mozart’s music to infants boosts their intelligence (Playing Mozart’s music to infants does not boost their intelligence).
	.27
	31.9
	24.2
	27.7
	27.0
	3.6

	7. Adolescence is inevitably a time of psychological turmoil.
	.23
	68.7
	41.8
	46.8
	43.1
	30.7

	8. Most people experience a midlife crisis in their 40s or early 50s. 
	.39
	49.7
	64.8
	64.9
	66.4
	43.8

	9. Old age is typically associated with increased dissatisfaction and senility.
	.21
	20.7
	16.5
	17.0
	13.9
	12.6

	10. When dying, people pass through a universal series of psychological stages.
	.36
	60.1
	90.1
	80.9
	92.7
	16.1

	11. Human memory works like a tape recorder or video camera, and accurately records the events we’ve experienced.
	.34
	28.9
	46.2
	53.2
	45.3
	21.2

	12. Hypnosis is useful for retrieving memories of forgotten events (Hypnosis is not useful for retrieving memories of forgotten events). 
	.20
	89.0
	52.7
	52.1
	56.2
	23.4

	13. Individuals commonly repress the memories of traumatic experiences. 
	.27
	71.7
	59.3
	60.6
	59.9
	44.5

	14. Most people with amnesia forget all details of their earlier lives.
	.25
	28.4
	18.7
	18.1
	23.4
	24.1

	15. Intelligence tests are biased against certain groups of people (Intelligence tests not biased against certain groups of people).
	-.08
	88.0
	92.3
	89.4
	89.8
	33.6

	16. If you’re unsure of your answer when taking a test, it’s best to stick with your initial hunch. 
	.26
	68.8
	79.1
	76.6
	78.8
	27.7

	17. The defining feature of dyslexia is reversing letters. 
	.18
	77.8
	65.9
	59.6
	62.0
	29.2

	18. Students learn best when teaching styles are matched to their learning styles. 
	.11
	89.0
	53.8
	52.1
	52.6
	26.3

	19. Hypnosis is a unique “trance” state that differs in kind from wakefulness.
	.13
	76.2
	73.6
	72.3
	71.5
	35.8

	20. Researchers have demonstrated that dreams possess symbolic meaning. 
	.28
	66.6
	82.4
	70.2
	79.6
	18.2

	21. Individuals can learn new information, like new languages, while asleep (Individuals cannot learn new information, like new languages, while asleep).
	.24
	45.4
	92.3
	91.5
	89.1
	59.9

	22. During “out-of-body” experiences, people’s consciousness leaves their bodies.
	.33
	44.0
	26.4
	36.2
	28.5
	28.4

	23. The polygraph (“lie detector”) test is an accurate means of detecting dishonesty (The polygraph [“lie detector”] test is not an accurate means of detecting dishonesty).
	.17
	7.0
	45.1
	48.9
	43.8
	12.4

	24. Happiness is determined mostly by our external circumstances. 
	.14
	21.7
	41.8
	37.2
	40.1
	31.4

	25. Ulcers are caused primarily or entirely by stress. 
	.29
	71.5
	92.3
	85.1
	92.7
	41.6

	26. A positive attitude can stave off cancer (A positive attitude cannot stave off cancer). 
	.21
	52.6
	42.9
	43.6
	44.5
	29.9

	27. Opposites attract: We are most romantically attracted to people who differ from us.
	.23
	19.3
	48.4
	38.3
	48.2
	32.8

	28. There’s safety in numbers: The more people present at an emergency, the greater the chance that someone will intervene.
	.11
	10.9
	38.5
	43.6
	39.4
	21.2

	29. Men and women communicate in completely different ways (Men and women communicate in exactly the same ways). 
	.29
	80.7
	62.6
	61.7
	62.8
	32.8

	30. It’s better to express anger to others than to hold it in. 
	.26
	88.7
	75.8
	70.2
	76.6
	38.7

	31. Raising children similarly leads to similarities in their adult personalities. 
	.14
	27.6
	38.5
	42.9
	38.7
	29.9

	32. The fact that a trait is heritable means we can’t change it. 
	.20
	19.0
	53.8
	57.1
	54.7
	33.6

	33. Low self-esteem is a major cause of psychological problems. 
	.21
	63.5
	67.0
	67.9
	66.4
	37.2

	34. Most people who were sexually abused in childhood develop severe personality disturbances in adulthood. 
	.32
	80.5
	60.4
	60.7
	59.9
	32.8

	35. People’s responses to inkblots tell us a great deal about their personalities (People’s responses to inkblots tell us very little about their personalities). 
	.29
	46.4
	45.1
	47.6
	43.1
	21.9

	36. Our handwriting reveals our personality traits (Our handwriting does not reveal our personality traits). 
	.36
	64.2
	46.2
	45.2
	45.3
	18.2

	37. Psychiatric labels cause harm by stigmatizing people. 
	.01
	38.4
	90.1
	88.1
	89.1
	54.0

	38. Only deeply depressed people commit suicide.
	.14
	5.9
	48.4
	51.2
	48.9
	32.8

	39. People with schizophrenia have multiple personalities. 
	.30
	49.5
	38.5
	35.7
	40.1
	29.2

	40. Adult children of alcoholics display a distinct profile of symptoms. 
	.32
	54.0
	65.9
	61.9
	65.0
	24.1

	41. There’s recently been a massive epidemic of infantile autism.
	.25
	12.1
	67.0
	65.5
	68.6
	24.8

	42. Psychiatric hospital admissions and crimes increase during full moons (Psychiatric hospital admissions and crimes do not increase during full moons). 
	.23
	42.3
	54.9
	56.0
	55.5
	19.0

	43. Most mentally ill people are violent. 
	.20
	11.6
	30.8
	32.1
	31.4
	35.0

	44. Criminal profiling is helpful in solving cases (Criminal profiling is unhelpful in solving cases).
	.12
	93.5
	74.7
	79.8
	73.0
	24.1

	45. A large proportion of criminals successfully use the insanity defence. 
	.29
	44.0
	92.3
	89.3
	89.1
	43.1

	46. Virtually all people who confess to a crime are guilty of it. 
	.16
	40.5
	59.3
	51.2
	60.6
	21.2

	47. Expert judgment and intuition are the best means of making clinical decisions. 
	.13
	70.4
	47.3
	58.3
	52.6
	9.5

	48. Abstinence is the only realistic treatment goal for alcoholics. 
	.16
	57.4
	37.4
	38.1
	38.0
	10.2

	49. All effective psychotherapies force people to confront the “root” causes of their problems in childhood. 
	.42
	55.8
	53.8
	52.4
	55.5
	8.8

	50. Electroconvulsive (“shock”) therapy is a physically dangerous and brutal treatment (Electroconvulsive (“shock”) therapy is not a physically dangerous or brutal treatment). 
	.20
	61.9
	78.0
	77.4
	81.8
	3.6


Note. rit = Corrected item-test correlation. aFor consistency, values for reversed items in this column have been reversed so that they reflect the percentage of participants who rated a myth as true. Items in parentheses are reverse-keyed items used in Study 2. Items are presented by order of appearance in the review of Lilienfeld et al. (2010), but were randomized during data collection.

Table 2. Psychometric Properties of the Belief in Myths of Psychology Scale in Study 1 and its Possible Subscales Based on the Chapter Categorizations of Lilienfeld et al. (2010). 

	
	Items
	(
	MIC
	rit
	H

	All 50 myths
	50
	.78
	.07
	[-.08; .42]
	.12

	Brain and perception
	5
	.32
	.09
	[.13; .19]
	.21

	Development and aging
	5
	.42
	.13
	[.16; .31]
	.20

	Memory 
	4
	.30
	.10
	[.13; .17]
	.21

	Intelligence and learning
	4
	.11
	.03
	[.00; .08]
	.05

	Consciousness
	4
	.23
	.07
	[.02; .16]
	.10

	Emotion and motivation
	4
	.18
	.05
	[.04; .14]
	.12

	Interpersonal behavior
	4
	.25
	.08
	[.03; .18]
	.22

	Personality
	6
	.42
	.11
	[.12; .29]
	.19

	Mental illness
	6
	.21
	.04
	[-.04; .18]
	.07

	Psychology and the law
	4
	.17
	.05
	[-.01; .13]
	.11

	Psychological treatment
	4
	.24
	.07
	[.06; .19]
	.09


Note. ( = Cronbach’s alpha; MIC = mean inter-item correlation; rit = Corrected item-test correlation; H = Loevinger’s H. 
