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Abstract

The study investigates the impact of external wind conditions on the convective heat transfer 
coefficients (CHTC) and overall energy performance in multi-zone high-rise buildings. The research 
employs a coupling method between building energy simulation (BES) and computational fluid 
dynamics (CFD) tools to enhance the accuracy of CHTC calculations. The methodology integrates 
meteorological and microclimate data, emphasizing detailed wind direction captured through Building 
Controls Virtual Test Bed (BCVTB) and MATLAB scripts. The high-rise building model was tested 
across various global cities with distinct climatic conditions. The coupling method significantly 
improves CHTC predictions compared to conventional algorithms such as DOE-2, TARP, MoWiTT, 
and Adaptive Convection Algorithm. Notably, the coupling method revealed substantial 
underestimations in traditional models, particularly in winter scenarios, with CHTC values up to 102.26% 
higher. This discrepancy highlights the importance of dynamic modeling approaches that incorporate 
detailed wind data and façade orientations. Among various algorithms, the Simple Combined algorithm 
calculates 4.30% lower energy demand compared with coupling method, while others estimate higher, 
DOE-2 has a 5.76% overestimation, followed by MoWiTT with 6.77%, TARP with 9.37%, and the 
Adaptive Convection Algorithm with 12.63%. This study provides robust data and insights that could 
inform design optimization and energy conservation strategies, making it crucial for advancing high-
rise building energy modeling. The research highlights the necessity for improved BES tools to optimize 
thermal performance, reduce energy consumption, and enhance comfort in high-rise buildings under 
diverse climatic conditions.
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Highlights

• Coupled BES-CFD model reveals CHTC inaccuracies in high-rise building simulations.
• Coupling method can predict up to 102.26% higher CHTC values than DOE-2 algorithm.
• Greater CHTC variations observed in winter, especially for windward façades.
• Coupling method impacts external wall heat balance, affecting wall temperatures.
• Coupling method shows energy demand discrepancies compared to empirical algorithms.

Nomenclature

Latin Symbols

𝑎 MoWiTT coefficients (multiplier)

𝐴 Surface area [𝑚2]
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𝑏 MoWiTT coefficients (exponent)

𝐶𝑡 Turbulent natural convection constant

𝐶𝜇 Constant, equal to 0.09

𝐷 Material roughness coefficient

𝐷𝜔 Cross-diffusion term

𝐸 Material roughness coefficient

𝐸𝑟 Radius of the Earth, equal to 6,356 km

𝐸𝑡𝑜𝑡𝑎𝑙 Total energy [𝐽]

𝐹 Material roughness coefficient

𝐹𝑏 Body forces [𝑁]

𝐹𝑎𝑖𝑟 View factor of wall surface to air

𝐹𝑔𝑛𝑑 View factor of wall surface to ground

𝐹𝑠𝑘𝑦 View factor of wall surface to sky

G𝑘 Generation of turbulence kinetic energy due to mean velocity gradients [𝑘𝑔/(𝑚 ∙ 𝑠3)]

Gω Generation of ω [𝑘𝑔/(𝑚 ∙ 𝑠3)]

ℎ Heat transfer coefficient [𝑊/(𝑚2 ∙ 𝐾)]

ℎ𝑐,𝑒𝑥𝑡 Exterior convection heat transfer coefficient [𝑊/(𝑚2 ∙ 𝐾)]

ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 Exterior convection heat transfer coefficient for smooth surfaces [𝑊/(𝑚2 ∙ 𝐾)]

ℎ𝑓 Forced convection heat transfer coefficient [𝑊/(𝑚2 ∙ 𝐾)]

ℎ𝑗 Species enthalpy of species j [𝐽/𝑘𝑔]

ℎ𝑛 Natural convection heat transfer coefficient [𝑊/(𝑚2 ∙ 𝐾)]

𝑖 Inside surface of the building element

𝐼 Turbulent intensity

𝑗 Time step index

𝐽𝑗 Diffusion flux of species j [𝑘𝑔/(𝑚2 ∙ 𝑠)]

k Turbulence kinetic energy [𝑚2/𝑠2]

𝑘𝑒𝑓𝑓 Effective conductivity [𝑊/(𝑚 ∙ 𝐾)]
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𝐿 Air temperature gradient, equal to -0.0065 K/m

𝑜 Outside surface of the building element

𝑞′′𝛼𝑠𝑜𝑙 Absorbed direct and diffuse solar radiation heat flux [𝑊/𝑚2]

𝑞′′𝑐𝑜𝑛𝑣 Convection flux [𝑊/𝑚2]

𝑞′′𝐿𝑊𝑅 Net longwave radiation flux [𝑊/𝑚2]

𝑞′′𝑘𝑜 Conduction heat flux [𝑊/𝑚2]

𝑝 Static pressure [𝑃𝑎]

𝑃 Perimeter of surface [𝑚]

𝑅𝑓 Surface roughness multiplier

𝑆ℎ User-defined heat sources [𝑊]

S𝑘 Source term for k [𝑘𝑔/(𝑚3 ∙ 𝑠)]

𝑆𝑚 User-defined mass sources [𝑘𝑔/(𝑚3 ∙ 𝑠)]

Sω Source term for ω [𝑘𝑔/(𝑚3 ∙ 𝑠)]

𝑡 Current time step [𝑠]

𝑇 Temperature [℃]

∆𝑇 Temperature difference between the surface and air [℃]

𝑇𝑎𝑖𝑟 Outside air temperature [𝐾]

𝑇𝑏 Air temperature at ground level [℃]

𝑇𝑔𝑛𝑑 Environmental ground surface temperature [𝐾]

𝑇𝑠𝑘𝑦 Sky effective temperature [𝐾]

𝑇𝑠𝑢𝑟𝑓 Surface outside face temperature [𝐾]

u𝑖 Velocity component in the i-th direction [𝑚/𝑠]

u𝑗 Velocity component in the j-th direction [𝑚/𝑠]

𝑢′ Root mean square of the velocity fluctuations

𝑈𝑧 Local wind speed at height z above ground [𝑚/𝑠]

𝑣 Velocity vector [𝑚/𝑠]

𝑊𝑓 Wind direction modifier
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𝑋𝑗 Response factor for the outside temperature at the 𝑗-th time step

𝑌𝑗 Response factor for the inside temperature at the 𝑗-th time step

Y Dissipation of k due to turbulence [𝑘𝑔/(𝑚 ∙ 𝑠3)]

𝑧 Altitude [𝑚]

Greek symbols

𝛼 Wind velocity profile exponent

Γ Effective diffusivity [𝑚2/𝑠]

𝛿 Boundary layer thickness [𝑚]

𝜀 Longwave emittance

𝜌 Density [𝑘𝑔/𝑚3]

𝜎 Stefan-Boltzmann constant, equal to 5.67 × 10―8

𝜏 Stress tensor [𝑃𝑎]

ω Specific dissipation rate [𝑠―1]

Abbreviations and acronyms

BC Boundary conditions

BCVTB Building controls virtual test bed

BES Building energy simulation

BSD Berkeley software distribution

CD Computational domain

CFD Computational fluid dynamic

CHTC Convective heat transfer coefficients

CHTR Convective heat transfer rate

CTBUH Council on tall buildings and urban habitat

HVAC Heating, ventilation, and air conditioning

HKW Hong Kong winter period

HKS Hong Kong summer period

LDW London winter period

LDS London summer period
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NYW New York winter period

NYS New York summer period

RANS Reynolds-averaged Navier-Stokes

SHGC Solar heat gain coefficient

SHW San Francisco winter period

SHS San Francisco summer period

SFW Shanghai winter period

SFS Shanghai summer period

SST Shear stress transport

1. Introduction

The heating and cooling of buildings are responsible for a significant portion of global energy 
consumption and carbon emissions, contributing to an environmental crisis in many societies [1]. The 
global popularity of high-rise buildings, along with climate changes, has prompted attention to the 
energy performance and environmental impact of these structures. A considerable portion of the energy 
demand for heating and cooling in the buildings can be attributed to the envelope heat loss/gain [2]. 
Notably, convective heat transfer on building façades plays an important role in determining the overall 
heat transfer through the building façades assembly [3]. Therefore, it is crucial to understand the 
influence of the wind environment on building external convective heat transfer coefficients (CHTC) 
and building energy performance.

Most building energy simulation (BES) programs utilize a nodal approach for heat transfer simulation 
and heating/cooling load calculations due to their computational efficiency and ease of implementation. 
However, this approach relies on various empirical coefficients, including the heat transfer coefficient 
[4]. Studies have shown that the CHTC used in BES can be prone to inaccuracies [4-8]. Different 
convection models employed to calculate the CHTC in BES have been shown to introduce errors in 
energy demand by up to 30% [9]. Emmel et al. [10] observed a 5% discrepancy in energy consumption 
when using accurate correlations. This suggests that relying on local air velocity as a key parameter for 
evaluating the CHTC may not be physically accurate. Instead, additional parameters that more 
accurately describe the airflow near the building envelope should be considered. High-rise buildings, 
with their unique surrounding wind environments and microclimate conditions at higher altitudes, may 
experience increased errors in predicting the energy performance of their envelopes.

One solution is to couple computational fluid dynamic (CFD) techniques with BES to achieve more 
accurate CHTC than using BES alone, due to the superior ability of CFD to model wind flows. On one 
hand, BES provides validated models for heating, ventilation and air conditioning (HVAC) systems and 
thermal load predictions and can supply dynamic boundary conditions (BC) to CFD. On the other hand, 
CFD offers more accurate CHTC values, which can enhance simulation results of energy demand in 
BES.

The coupling method can be classified into internal and external coupling based on how the models are 
solved. The internal coupling uses a single solver for both BES and CFD, while the external coupling 
uses separate solvers. Internal coupling requires researchers to access the source code of both simulators 
before implementation, making it impractical for commercial software [11]. In contrast, external 
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coupling provides the flexibility to customize each simulation separately and allows users to utilize 
each program without modifying the source codes. 

The external coupling approach can be further classified based on the number and direction of data 
exchange. In static coupling, only one program provides data to the other throughout the entire 
simulation. Typically, microclimate results from CFD simulations are used to modify coefficient 
correlations or weather data in BES [7, 12-14]. In addition, some studies have employed parametric 
methods to investigate the CHTC correlation that can be used in BES, based on wind speed [15-17], 
and wind direction [18]. However, these correlations were found to be applicable only in specific 
scenarios. 

Another method involves implementing a two-way coupling simulation scheme. In this dynamic 
coupling approach,  data exchange between the two simulators occurs multiple times throughout the 
simulation. At each time step, data from one simulator is transferred to the other as boundary conditions 
to initialize the subsequent simulation. Data exchanged from BES to CFD include surface temperature, 
heat flux of the envelope, airflow rate, while data such as CHTC, airflow rate, humidity, etc., are 
returned to BES [4-6, 19-22]. In quasi-dynamic coupling, BES and CFD simulators solve their models 
individually, exchanging data at multiple time steps and then running simultaneously to the next step. 
Fully dynamic coupling requires iterations at each time step until both simulations converge. However, 
in studies utilizing this coupling method, certain meteorological variables, such as wind direction, were 
often oversimplified, considering only one [7] or several [4, 20, 23] specific wind directions. 

1.1 Novelty, aims and objectives

Despite extensive research in this field, a significant gap remains in understanding the effects of 
modifications in exterior CHTCs on the convective heat transfer rate (CHTR), the balance of heat 
transfer at exterior surfaces, and the heating and cooling loads when employing coupling methods. 
Moreover, the effects of these changes on high-rise buildings, especially under diverse climatic 
conditions, have not been thoroughly examined. This study aims to address these gaps by focusing on 
multi-zone high-rise buildings under diverse climatic conditions. Using a coupling method between 
BES and CFD tools, we will explore how changes in exterior CHTCs affect the overall energy 
performance. This involves incorporating additional meteorological and microclimate data, with a 
particular emphasis on capturing detailed wind direction. A key aspect of our methodology includes the 
exchange of heat transfer information between the BES and CFD models at each timestep, facilitated 
by the Building Controls Virtual Test Bed (BCVTB) middleware and MATLAB scripts. Additionally, 
we will explore how different climatic conditions affect these relationships, making our study more 
robust and applicable to a wider range of scenarios.

We have modeled the high-rise building in various global cities, including London, Hong Kong, New 
York, San Francisco, and Shanghai, simulating a variety of climatic conditions. By systematically 
analyzing the impact of meteorological variables on CHTC values and assessing the variations in CHTC 
along the building height, the study aims to quantify the discrepancies between the proposed coupling 
method and algorithms used in BES, such as DOE-2, Simple Combined TARP, MoWiTT, and Adaptive 
Convection Algorithms. The overall goal is to provide data and insights that could lead to improvements 
in thermal performance strategies for different floors and specific building orientations, directly 
influencing the design, optimization, and energy conservation measures in high-rise buildings.

2. Literature review

Integrated models, combining CFD with BES, have gained prominence in the field of architectural 
engineering and environmental design. Their key role lies in providing a comprehensive analysis that 
bridges the complexities of airflow dynamics with building energy performance. While these models 
offer enhanced accuracy and detail, they also present challenges in terms of computational intensity and 
the complexity of coupling diverse simulation tools.
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Many studies have been conducted to analyze CFD-BES integrated models to simulate geometrically 
complex buildings or natural, forced, or mixed convection analysis in buildings. Negrão [24] integrated 
a CFD code into the ESP-r building simulation program, this implemented an automated coupling 
method focused on an indoor space. Data, including the surface temperature of all the walls and 
windows, and the pressures at the internal openings, were exchanged on a timestep basis. This approach 
improved the simulation's accuracy by including crucial variables. Beausoleil-Morrison [25] then 
achieved a better description and simulation of the nature of the flow adjacent to each internal surface 
using a refined modelling approach and a conflation controller, resulting in a more comprehensive and 
accurate representation of the complex nature of indoor airflow. Based on these, other studies included 
experimental validation of the coupling method [26], research on the levels of resolution and complexity 
of the co-simulation [27], and the development of a coupling program and its interface [28].

As two methods of coupling BES and CFD tools, the application of internal coupling and external 
coupling were widely discussed [6, 11, 27]. The external coupling approach effectively addresses the 
limitations of internal coupling by using two independent and externally coupled simulators. Moreover, 
the external coupling provides greater flexibility and compatibility. The external coupling approach can 
be further classified into different coupling strategies according to the number and direction of data 
exchange: one-way static coupling, one-way dynamic coupling, two-way static coupling, quasi-
dynamic coupling, and fully dynamic coupling. The features of these coupling strategies as well as the 
exchanged data between BES and CFD, were introduced and discussed by Zhai et al. [6].  The primary 
objectives of these strategies are to reduce computational expenses while preserving accuracy.

The one-way coupling strategies are used to investigate the impact of microclimate on the building [7, 
12-14, 29-31]. In this case, the BES and CFD programs are manually coupled. Some of these studies 
replaced the weather data in EnergyPlus with the weather data modified according to the CFD results 
to represent a localized weather condition. The outputs of CFD can also be modified wind profile [29] 
and cross-ventilation rate [30]. Zhang and Gao [7] quantified the interaction between urban form, 
microclimate, and energy load for a residential district using the co-simulation method. The results 
show that the model simulated using modified microclimate data has a higher cooling demand and lower 
heating demand compared with the model simulated using the epw data, with the difference reaching 
23.4%. 

A similar approach is used by Yang et al. [12] and Weerasuriya et al. [13] to study the microclimate 
effects on building energy performance and natural ventilation potential, respectively. For instance, the 
coupling of ENVI-MET and EnergyPlus, considering a wide range of microclimatic factors such as 
solar and long-wave radiation, air temperature, humidity, and building surface wind speed, results in a 
10.6% reduction in the total cooling load and a 0.3% increase in the total heating load [12]. Pan et al. 
[14] simulated the cooling load of atria in EnergyPlus based on different room air temperature patterns 
obtained from CFD simulation, the results were used to evaluate a simplified method of estimating 
cooling loads. It's noteworthy that while these investigations provided valuable insights into one-way 
coupling strategies, they did not explore the complexities of the CHTC. In contrast, subsequent studies 
shifted their focus to utilize local CHTC correlations derived from CFD, replacing the empirical model 
in BES and supplementing it with the modified weather data. Kahsay, et al. [31], [32] evaluated the 
energy consumption of a high-rise building by utilizing the newly developed CHTC derived from CFD 
results. An 8.53% deviation in heating and a 3.84% deviation in cooling for a building situated in Boston, 
MA was observed. However, only wind speed was considered in the CHTC correlations.

The CHTC is mainly studied when applying the two-way coupling strategies [4-6, 19-22]. Zhang et al. 
[4] compared the CHTCs and the air flow rate through openings simulated from the coupling model 
and nodal model using a quasi-dynamic coupling strategy, obvious differences in the CHTC values and 
the air flow rate were found. Zhai et al. [6] employed the two-way static coupling to investigate the 
cooling energy in an auto-racing complex, the prediction of cooling/heating load was improved due to 
the improvement in obtaining CHTCs in the coupling method. Yi and Feng [19] investigated the 
differences between CHTC from the coupling method and empirical model. Based on the co-simulation 
results, the values of CHTCs from CFD are 2-3 times larger than the empirical ones. Shen et al. [5], 
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Miguel et al. [20] and Zhang et al. [21] took the effect of urban neighborhoods into account in their 
analysis, finding that the coupling method better captures environmental influences on building energy 
consumption compared to empirical algorithms, which often underestimate heating loads. While the 
study of Gijón-Rivera et al. [22] focused on a room on top of a building and found that the coupling 
method generally provides higher accuracy in predicting air zone temperatures and cooling loads. The 
literature review highlights the role of integrated CFD and BES models in refining building energy 
simulations, enhancing our understanding of microclimatic impacts on energy efficiency in urban 
settings.

2.1 Research gaps

Despite extensive research in the field, there has been limited focus on the exterior Convective Heat 
Transfer Coefficients (CHTCs) for high-rise buildings. Shen et al. [5] studied the differences between 
EnergyPlus's built-in empirical methods and the coupling method for calculating exterior CHTCs, 
noting that CHTCs tend to increase with the building's height, influenced by high-altitude conditions. 
Additionally, few studies, such as Zhang, et al. [21], have incorporated wind direction into two-way 
coupling methods, using a cylindrical computational domain in a CFD model divided into 16 segments 
to capture wind direction variations at 22.5° intervals. Similarly, Shen and Wang [33] set specific 
boundary conditions for the simulation domain's four surfaces based on weather data files to account 
for varying wind directions. However, most studies primarily focus on the relationship between changes 
in exterior CHTCs and convective heat transfer rates (CHTR), as well as heating and cooling loads, 
with limited exploration of how modifications in CHTCs impact external surface temperatures and the 
overall heat transfer balance. This study aims to comprehensively investigate the effects of 
modifications in exterior CHTCs when employing a coupling method between BES and CFD tools, 
including the incorporation of additional meteorological and microclimate data with a specific focus on 
detailed wind direction. Our research also explores how modifications in exterior CHTCs impact CHTR, 
the balance of heat transfer at the external surfaces, and the heating and cooling loads when utilizing 
the coupling method.

3. Method

This section highlights the validation of the numerical model using empirical measurements made in a 
wind tunnel, a description of the coupling method between BES and CFD, and BES and CFD models 
used for the coupling method. The validated CFD model has been used to investigate the effect of 
meteorology variables on convective heat transfer coefficients and the energy demand of high-rise 
buildings with multi-thermal zones.

3.1 Numerical model validation with experimental data

The validation of CFD refers to the wind tunnel experimental results by Meinders et al. [34] and the 
CFD simulation of typical high-rise building models. The experiment was carried out to investigate the 
convection heat transfer at the surfaces of a heated cube, where the cube was placed in turbulent channel 
flow. As shown in Figure 1(a), the height of the channel is 0.05 m, and the width is 0.6 m. The cube 
contains a copper core and an epoxy layer, and the height of the cube is 𝐻𝑐 = 0.015 m, as shown in 
Figure 1(b). The copper core had high thermal conductivity and was heated at a constant temperature 
of 348 K (75 ℃). The Epoxy has a density of 1,191 kg/m3 and a specific heat capacity of 1,650 J/kg·K. 
The thermal conductivity of the epoxy layer is 0.237 W/m·K. Temperature distribution on the surface 
of the cube was measured. The experiments were performed using a perpendicular approach flow, and 
relatively low Reynolds numbers ranged from 2000 to 5000. The free stream velocity was 5.1 m/s, and 
the velocity profile is shown in Figure 1(d). The inlet air temperature is 294 K (21 ℃). These profiles 
fit into a log-law with aerodynamic roughness length 𝑧0 = 6.6 × 10―6m and a friction velocity 𝑢∗

= 0.25 m/s. The exterior surfaces of the cube are defined as no-slip boundaries with zero roughness. 
For the ground boundary of the domain, no-slip boundary conditions and an adiabatic surface are 
assumed. Zero static pressure is applied at the outlet, and symmetry boundary conditions are specified 
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at the top and sides of the computational domain (CD). Details of the experiments can be found in 
Meinders et al. [34].

Figure 1 Experimental setup of Meinders et al. [34]: (a) cross-section of the heated cube, (b) meshed 
model, (c) three-dimensional view of the experiment channel and (d) inlet velocity profile.

Figure 2 Comparison of simulated temperature distribution along (a) vertical and (b) horizontal lines 
on the middle of the cube surfaces with experiment and previous study simulations.



10

The numerical model for the validation is based on the experiment [34] and previous validation work 
by Montazeri et al. [16], Defraeye et al. [15] and Kahsay et al. [31], including computational domain, 
boundary conditions, and solver settings. The maximum grid distance is 2.94 × 10-6 m from the cube 
surfaces, resulting in a maximum y+ value of 0.20 over the cube surfaces. The validation simulation 
only considered forced convection as the relative importance of buoyancy effects is assumed negligible 
[16]. Temperature distributions along horizontal and vertical middle lines on the surface of the cube 
were measured. These values were compared with the simulated temperature values using the shear 
stress transport k-ω (SST k-ω) model shown in Figure 2. 

In comparison, even with a relatively larger deviation along both the vertical and horizontal lines on the 
windward surface than in previous studies [16, 31], the average deviations are less than 6%. For the 
side and leeward surfaces, the SST k-ω model overestimated the temperature, typically in the top, mid-
rear on the side surfaces, and upper on the leeward surface. This overestimation is primarily due to the 
inaccurate flow field prediction by the 3D steady Reynolds-averaged Navier-Stokes (RANS) models 
downstream of the windward façade [18]. Such discrepancies in flow field predictions contribute to 
lower CHTC values at these surfaces, which could affect energy performance predictions. 

Our observations are consistent with findings from previous studies by Montazeri et al. [16], Defraeye 
et al. [15] and Kahsay et al. [31]. The airflow dynamics around the top and side surfaces are typically 
more complex due to factors such as boundary layer separation and flow reattachment on the top 
surfaces. Similarly, side surfaces are often subjected to crosswind effects that introduce three-
dimensional turbulence effects, complicating the airflow patterns. These complexities make it 
challenging for CFD models to accurately simulate the flow and predict heat transfer rates along these 
surfaces. Furthermore, when considering the model of the high-rise building, the top surface constitutes 
a relatively small portion of the total building surface area, limiting the scope of impact from 
temperature estimation errors. Conversely, the building's sides, which cover a larger area, could be more 
affected by these inaccuracies. Therefore, careful consideration is necessary for these areas during 
simulations, as errors here substantially influence the overall energy predictions of the building. Overall, 
the SST k-ω model results showed good consistency in temperature trends hence, it is used in the CFD 
simulation in this study.

3.2 Approach of the coupling method

The schematic of the coupling process for this study is presented in Figure 3. This study adopts external 
coupling, where separate solvers are used for BES and CFD software, with EnergyPlus used as the BES 
tool and ANSYS Fluent as the CFD program. Quasi-dynamic coupling is adopted due to the 
requirements for multiple data exchanges. Among different dynamic coupling strategies, quasi-dynamic 
coupling offers a balance between accuracy and speed. A consistent geometry is created in both BES 
and CFD, and a total of 18 CFD models were developed to simulate different wind directions. Details 
of the BES and CFD modeling are provided in later sections.
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Figure 3 The schematic of the coupling process between FLUENT, MATLAB and BCVTCB and 
EnergyPlus.

The integration between EnergyPlus and ANSYS Fluent is implemented through the Building Controls 
Virtual Test Bed (BCVTB) [35]. BCVTB is a software environment based on Ptolemy II, used to couple 
several simulation software programs. Data is transferred between these programs using a BSD socket. 
However, since BCVTB cannot directly couple with Fluent, MATLAB is used to connect BCVTB and 
Fluent. A bespoke code in MATLAB was developed to transfer data from BES into a journal file format, 
which is used to set the boundary conditions and start calculations in CFD for each time step. It also 
selects the corresponding CFD model based on the wind direction for the present time step.

A text-based variable configuration file named "variable.cfg" contains all the variables to be exchanged 
during the co-simulation. CFD requires meteorological data and building surface temperatures as 
boundary conditions. The meteorological data includes wind speed, wind direction, and air dry-bulb 
temperature, all obtained from the epw weather data file. Area-average exterior CHTCs for building 
surfaces are calculated by CFD and then transferred back to BES. An ExternalInterface: Actuator was 
added to replace the exterior CHTC values with CFD results during the co-simulation in EnergyPlus. 
EnergyPlus runs for two days before coupling to establish initial conditions.

Due to the mechanism of Ptolemy Ⅱ, the variables are exchanged between BES and CFD using a fixed 
synchronization time step. At time point k, the meteorology data and surface temperatures are 
transferred from BES to CFD as boundary conditions. CFD then runs a steady-state simulation for the 
present time step. After calculation, CFD returns exterior CHTCs at time point k to BES as boundary 
conditions for energy simulation at time point k+1. Initially, in EnergyPlus, CHTCs can be set either 
directly for surfaces by providing input for the respective surfaces in the EnergyPlus model or indirectly 
through the definition of constructions for building surfaces. 

In comparison with BES alone, using this quasi-dynamic coupling has a one-time step interval 
difference regarding the convective heat transfer calculation to the building envelopes. Therefore, the 
length of the time step for the coupling method is selected with certain requirements. For this study, a 
time step of 10 minutes is selected as recommended [6, 19, 36]. This means EnergyPlus and Fluent will 
simulate 6 times per hour, accounting for a total of 720 simulations per simulation period.
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The quasi-dynamic coupling strategy used in this study captures the dynamic variations in 
environmental conditions and their immediate effects on convective heat transfer coefficients (CHTC) 
throughout the selected 5-day simulation periods. This approach allows us to incorporate the temporal 
changes in local weather and building surface conditions as dynamic boundary inputs, providing a more 
detailed understanding of CHTC behaviors under realistic, fluctuating climatic conditions. Although 
this coupling strategy does not require iteration between BES and CFD to reduce computational times, 
it remains computationally intensive for seasonal or yearly simulations. Each 5-day simulation period 
requires approximately 240 hours of computational time on a computer equipped with an AMD Ryzen 
7 3700X 8-Core Processor running at a clock speed of 3.60 GHz and 32GB of memory.

3.3 Simulation locations and weather data

A summer period of five days (July 21st to 25th) and a winter period of five days (January 21st to 25th) 
were chosen for the evaluation. The co-simulation considered a high-rise building located in five 
different cities with varying climate conditions during the selected simulation periods: London (LD), 
Hong Kong (HK), New York (NY), San Francisco (SF), and Shanghai (SH). These cities have a high 
number of high-rise buildings and high population densities, indicating a continued demand for 
constructing high-rise buildings in the future, according to the Council on Tall Buildings and Urban 
Habitat (CTBUH) [37]. Figure 4 presents the weather data for air dry bulb temperature (ºC), wind speed 
(m/s), and wind direction (º) for the selected locations during the selected summer and winter simulation 
periods. These figures represent typical weather conditions for each location and demonstrate various 
combinations of wind patterns, with both wind speed and direction exhibiting significant variations.
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Figure 4 Weather data of air dry bulb temperature, wind speed, and wind direction during the summer 
and winter periods in (a) Hong Kong, (b) London, (c) New York, (d) San Francisco, and (e) Shanghai.

3.4 BES modelling

The energy model of the building (see Figure 5) is based on a medium office developed by the 
Department of Energy [38], incorporating the configuration of the envelope, its materials, densities of 
internal heat gains from different sources, and their profiles. Each story is considered a thermal zone. 
The building has 36 floors, each with a height of 3.96 m, and a basement with a height of 2.44 m, giving 
a total height of 142.56 m above the ground. The length and width of the building are 73.11 m and 48.74 
m, respectively.

Figure 5 The energy model of the high-rise building based on the US Department of Energy 
commercial reference building models of the national building stock.

The building is occupied as an open-plan office for 70% of its area. Each floor, except for the ground 
floor and the basement, has four windows located in the middle of each oriented façade. The window-
to-wall ratio was set at 40% for all surfaces. The windows have a height of 1.59 m, with an elevation 
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of 0.91 m from the floor level. On the ground floor, the windows are 1.7 m in height, with an elevation 
of 0.80 m from the floor level. The windows on the ground floor have two different widths, 13.65 m 
and 15.43 m, depending on the oriented façade. The basement has no windows.

There is no natural ventilation for the building, and there is no shade control for the windows; hence, 
the analysis will be fully based on wall fabric heat transfer. Exterior heat transfer coefficients calculated 
using various convection models in the BES model will be compared with those calculated using the 
coupling method.

This high-rise building is occupied between 7 am and 10 pm on weekdays. The occupancy percentage 
is 10% at 7 am and 20% at 8 am. It increases to 95% at 9 am and is fully occupied between 11 am and 
1 pm. During the lunch break from 1 pm to 2 pm, occupancy decreases to 50%. From 2 pm to 5 pm, the 
occupancy returns to 95%. After 6 pm, occupants start to leave, with the percentage dropping to 30%, 
and further to 10% at 7 pm until 10 pm. The internal gains for people, lighting, and equipment are 6.45 
W/m², 6.89 W/m², and 7.77 W/m² for occupied areas, respectively.

Other configurations of the energy model, such as U-values and temperature thresholds for heating and 
cooling when occupied, for the high-rise building located in each city, are listed in Table 1. U-values 
are set according to the local benchmark for new commercial buildings [39, 40], representing high 
standards of thermal performance for building façades. The operative temperature is maintained 
between 15.6°C and 26.7°C during unoccupied hours, while the building space is heated to 21°C during 
the winter period and cooled to 24°C during the summer period. An ideal air system load was used for 
simplification. The solar heat gain coefficient (SHGC) of the windows is 0.251 for all locations.

Table 1 Energy model building U-values based on [39]

U-values (W/m2K)

External 
roof

External wall Floor Glazing

London 0.21 0.592 0.496 2.27

Hong Kong 0.21 0.701 0.606 3.69

Shanghai 0.21 0.857 0.606 4.26

New York 0.21 0.592 0.496 2.27

San Francisco 0.21 0.701 0.606 3.69

Verification of the BES modelling approach based on the EnergyPlus building model was carried out 
in previous works, for example [41]. The outside surface heat balance in EnergyPlus is calculated as 
[42]:
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𝑞′′𝛼𝑠𝑜𝑙 + 𝑞′′𝐿𝑊𝑅 + 𝑞′′𝑐𝑜𝑛𝑣 ― 𝑞′′𝑘𝑜 = (1)

where 𝑞′′𝛼𝑠𝑜𝑙 is the absorbed direct and diffuse solar radiation heat flux, influenced by location, surface 
facing angle and tilt, surface face material properties, and weather conditions. 𝑞′′𝐿𝑊𝑅 is the net longwave 
radiation flux exchange with the air and surroundings. 𝑞′′𝑐𝑜𝑛𝑣 is the convection flux exchange with 
outside air, and 𝑞′′𝑘𝑜 is the conduction heat flux into the wall.

The total longwave radiative heat flux, 𝑞′′𝐿𝑊𝑅, is calculated by the sum of components due to radiation 
exchange with the ground, sky, and air:

𝑞′′𝐿𝑊𝑅 = 𝜀𝜎𝐹𝑔𝑛𝑑 𝑇4
𝑔𝑛𝑑 ― 𝑇4

𝑠𝑢𝑟𝑓 + 𝜀𝜎𝐹𝑠𝑘𝑦 𝑇4
𝑠𝑘𝑦 ― 𝑇4

𝑠𝑢𝑟𝑓 + 𝜀𝜎𝐹𝑎𝑖𝑟 𝑇4
𝑎𝑖𝑟 ― 𝑇4

𝑠𝑢𝑟𝑓 (2)

where 𝜀 is the longwave emittance of the surface, 𝜎 is Stefan-Boltzmann constant, 𝐹𝑔𝑛𝑑, 𝐹𝑠𝑘𝑦, and 𝐹𝑎𝑖𝑟 
are view factor of wall surface to ground surface, sky, and air, respectively, 𝑇𝑠𝑢𝑟𝑓, 𝑇𝑔𝑛𝑑, 𝑇𝑠𝑘𝑦, and 𝑇𝑎𝑖𝑟 
are the temperature of the outside surface, ground surface, sky, and outside air, respectively. The 
ASHRAE Clear Sky Model is employed in present study for calculating 𝑇𝑠𝑘𝑦 across all locations, 
utilizing input variables such as dry bulb temperature, dew point temperature, direct normal radiation, 
diffuse horizontal radiation, and sky cover, sourced from the epw weather files specific to each location. 
Additionally, solar positions were calculated using the latitude, longitude, and elevation specified in the 
Site: Location object for each site.

The exterior convection flux, 𝑞′′𝑐𝑜𝑛𝑣, is calculated by:

𝑞′′𝑐𝑜𝑛𝑣 = ℎ𝑐,𝑒𝑥𝑡𝐴 𝑇𝑠𝑢𝑟𝑓 ― 𝑇𝑎𝑖𝑟 (3)

where ℎ𝑐,𝑒𝑥𝑡 is exterior convection heat transfer coefficient (CHTC), and 𝐴 is surface area.

The conduction heat flux at the outside surface at current time step 𝑡, 𝑞′′𝑘𝑜(𝑡), is calculated using the 
Conduction Transfer Function (CTF) method:

𝑞′′𝑘𝑜(𝑡) =
∞

𝑗=0
𝑋𝑗𝑇𝑜,𝑡―𝑗𝛿 ―

∞

𝑗=0
𝑌𝑗𝑇𝑖,𝑡―𝑗𝛿(4)

where 𝑇 is temperature,  𝑖 and 𝑜 signify the inside and outside of the building element, respectively, 𝑋𝑗 
and 𝑌𝑗 are the response factors for the outside and inside temperatures, respectively. The term 𝑡 ― 𝑗𝛿 
denotes the temperature at time 𝑡 minus 𝑗 intervals of 𝛿.

3.4.1 Exterior Convection

The values for CHTC can be determined by a wide selection of different methods in EnergyPlus, 
including the DOE-2 model, Simple Combined, TARP, MoWiTT, and adaptive convection algorithm 
[42]. The DOE-2 model, which is the default model used in EnergyPlus to calculate the exterior 
convection heat transfer coefficient, is one of the most widely utilized models for estimating building 
energy performance. Detailed comparisons of the changes in CHTC, CHTR, and wall heat balance with 
the coupling method in the results section are based on the DOE-2 model.

The DOE-2 model combines the MoWiTT and BLAST detailed convection models, considering 
whether the surface is windward or leeward and its surface roughness [43]. The equations are written 
as follows:

ℎ𝑐,𝑒𝑥𝑡 = ℎ𝑛 + 𝑅𝑓 ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 ― ℎ𝑛 (5)
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ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 = ℎ2
𝑛 + 𝑎𝑈𝑏

𝑧
2(6)

where ℎ𝑛 is natural convective heat transfer coefficient, 𝑅𝑓 is surface roughness multiplier, ℎ𝑐,𝑔𝑙𝑎𝑠𝑠 is 
the convection coefficient for smooth surfaces such as glass, 𝑎 and 𝑏 are MoWiTT coefficients, and 𝑈𝑧 
is the local wind speed calculated at the height above ground of the surface centroid.

Additionally, we conducted and presented comparative studies involving the Simple Combined, 
MoWiTT, TARP, and Adaptive Convection Algorithms. This includes the comparison of CHTC and 
CHTR along the building height and the heating/cooling demand between these algorithms and the 
coupling method. 

The Simple Combined algorithm calculates a combined convection and radiation heat transfer 
coefficient, ℎ, uses surface roughness and local surface wind speed [44]:

ℎ = 𝐷 + 𝐸𝑈𝑧 + 𝐹𝑈2
𝑧(7)

where 𝐷,𝐸 and 𝐹 are material roughness coefficients.

The TARP (Thermal Analysis Research Program) algorithm calculates forced (ℎ𝑓) and natural (ℎ𝑛) 
convection as two components of the convection heat transfer coefficient [45]:

ℎ𝑐,𝑒𝑥𝑡 = ℎ𝑓 + ℎ𝑛(8)

The forced convection component is calculated by [46]:

ℎ𝑓 = 2.537𝑊𝑓𝑅𝑓
𝑃𝑈𝑧

𝐴

1/2

(9)

where the value of 𝑊𝑓 is 1.0 or 0.5, corresponding to windward or leeward surfaces, respectively, and 
𝑃 is the perimeter of surface.

The natural convection component for a vertical surface is calculated based on the temperature 
difference between the surface and air, ∆𝑇:

ℎ𝑛 = 1.31|∆𝑇|
1
3

The MoWiTT (Mobile Window Thermal Test) model [47] calculates the ℎ𝑐,𝑒𝑥𝑡 by:

ℎ𝑐,𝑒𝑥𝑡 = 𝐶𝑡(∆𝑇)
1
3

2
+ 𝑎𝑈𝑏

𝑧
2(11)

where 𝐶𝑡 is the turbulent natural convection constant with a value of 0.84 W/(m2K4/3), while 𝑎 and 𝑏 
are constants depending on whether the surface is windward or leeward.

The Adaptive Convection Algorithm for exterior surfaces is composed of separately developed 
correlations to calculate forced and natural convection. EnergyPlus dynamically selects these 
correlations based on surface conditions. The algorithm classifies surfaces into four categories: stable 
roof, unstable roof, windward vertical wall, and leeward vertical wall, depending on the current wind 
direction and heat flow directions.

3.5 CFD modeling
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The CFD modelling was performed using the SST k-ω turbulence model was used, and all the equations 
were solved by the COUPLE algorithm. The general form of the continuity equation is written as 
follows [48]:

∂ρ
∂t + ∇ ∙ ρ𝑣 = 𝑆𝑚(12)

where ρ is the density, 𝑣 is the velocity vector, and 𝑆𝑚 is the user-defined mass sources.

The momentum conservation equation is described by:

∂
∂t ρ𝑣 + ∇ ∙ ρ𝑣𝑣 = ―∇𝑝 + ∇ ∙ (𝜏) + 𝐹𝑏(13)

where 𝑝 is the static pressure, 𝜏 is the stress tensor, and 𝐹𝑏 is the body forces.

The energy equation is solved in Fluent by:

∂
∂t (ρ𝐸𝑡𝑜𝑡𝑎𝑙) + ∇ ∙ 𝑣(ρ𝐸𝑡𝑜𝑡𝑎𝑙 + 𝑝) = ∇ ∙ 𝑘𝑒𝑓𝑓∇T ―

𝑗
ℎ𝑗𝐽𝑗 + 𝜏𝑒𝑓𝑓 ∙ 𝑣 + 𝑆ℎ(14)

where 𝑘𝑒𝑓𝑓 is the effective conductivity, 𝐽𝑗 is the diffusion flux of species 𝑗. The terms on the right hand 
side of the energy equation represent energy transfer due to conduction, species diffusion, viscous 
dissipation, and user-defined heat sources (𝑆ℎ), respectively. In the present study, the species diffusion 
and user-defined heat source terms were set to zero.

The transport equations for the SST k-ω model are [49]:

∂
∂t (ρk) +

∂
∂𝑥𝑖

(ρku𝑖) =
∂

∂𝑥𝑗
Γ𝑘

∂k
∂𝑥𝑗

+ G𝑘 ― Y𝑘 + S𝑘(15)

∂
∂t (ρω) +

∂
∂𝑥𝑗

(ρωu𝑗) =
∂

∂𝑥𝑗
Γω

∂ω
∂𝑥𝑗

+ Gω ― Yω + Dω + Sω(16)

where G𝑘 represents the generation of turbulence kinetic energy due to mean velocity gradients, Gω 
represents the generation of ω. Γ𝑘 and Γω represent the effective diffusivity of k and ω, respectively, Y𝑘 
and Yω represent the dissipation of k and ω due to turbulence, Dω represents the cross-diffusion term, 
and S𝑘 and Sω are the source terms. The extra cross diffusion term Dω is the blending function for the 
standard k-ε model and standard k-ω model.

The CFD model was built according to the EnergyPlus model with the same geometry setup and is 
based on previous studies with a similar approach [15-17]. As shown in Figure 6(a), the size of the CD 
is set with respect to the height of the high-rise building, represented by H = 142.56 m. According to 
the recommendations of Tominaga et al. [50], the distance from the top of the building to the top of CD 
is set as 3.3H, with an upstream length of 5H, a downstream length of 15H and a side distance of 5H 
from the high-rise building. 

A grid independency analysis is conducted for the SST k-ω model with coarse (1,463,678 cells), medium 
(4,244,866 cells) and fine (8,478,174 cells) grids. Figure 6(b) shows the results of the grid independence 
analysis based on the exterior CHTC along the building surfaces. The average difference in percentage 
between the coarse and medium grids is 4.7%, while the average difference in percentage between the 
medium and fine grids is 1.8%. The result does not change significantly between the medium and fine 
grid, and the medium grid is therefore used in this study for the CFD simulations. Polyhedron-
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hexahedron cells were used for computational efficiency. A refined grid region near the building 
surfaces and a boundary layer of 10 prism layers were applied on the building surfaces with a stretching 
factor of 1.05 to achieve small y+ values.

Figure 6 (a) The dimension of the computational domain, boundary conditions and mesh design (b) 
Grid independency analysis based on the exterior CHTC across the building height.

During each time step, the bespoke MATLAB code reads wind direction information through the 
BSD socket in BCVTB. For different wind directions, the bespoke code specifies the corresponding 
CFD model in the journal file when generating it and applies the boundary condition (BC) 
information for the four differently oriented façades to the corresponding surfaces in the CFD model. 
Convergence was achieved when all the scaled residuals leveled off and reached a minimum of 10-6 
for energy, x, y, and z momentum, and 10-4 for continuity, k, and omega.
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By rotating this CFD model around the center of the building geometry in multiples of 10 degrees, a 
total of 18 CFD models were created to simulate the impact of different wind directions. Each model 
can represent two wind directions by assigning different boundary conditions to the surfaces. Except 
for the angle of the building’s windward façade from the inlet airflow, which changes due to the 
rotation, the setup of the CFD models, including grid settings, CD, and BC, remains the same. The 
total grid number of these 18 models has minor differences due to the rotation of the building 
geometry. In this way, 18 models can be used to simulate 36 wind directions to achieve the same wind 
direction as recorded in the weather data file.

It should be noted that although there are only 36 wind directions in multiples of 10 degrees in the 
epw weather data file, EnergyPlus will linearly adjust the wind direction of each time step according 
to the hourly weather data. Therefore, each time step can have a wind direction that is not a multiple 
of 10 degrees. In this case, the bespoke MATLAB code will select the CFD model that is closest to 
the current wind direction at each time step.

3.5.1 Boundary conditions of CFD domain

For each time step, the ground is set as a no-slip wall with a constant temperature derived from the epw 
weather data, and symmetry boundary conditions are applied at the top and lateral sides of the 
computational domain (CD). The outlet is a pressure outlet with zero static pressure. The temperature 
of the walls and ground is set directly in the journal file, and the boundary conditions for the inlet are 
set using Fluent expressions in the journal file. The use of Fluent expressions reduces the computational 
time required to compile and load user-defined functions (UDFs).

For the inlet boundary conditions, the airflow properties are set using the same algorithm as EnergyPlus. 
For the inlet boundary conditions, the airflow properties are set to be the same algorithm used in 
EnergyPlus. Based on the EnergyPlus engineering reference [42], local wind speed, 𝑈𝑧, at altitude, 𝑧, 
can be calculated by:

𝑈𝑧 = 𝑈𝑚𝑒𝑡
𝛿𝑚𝑒𝑡

𝑧𝑚𝑒𝑡

𝛼𝑚𝑒𝑡 𝑧
𝛿

𝛼
(17)

where 𝛼 is the wind velocity profile exponent and 𝛿 is the boundary layer thickness at the site, both 
parameters depend on the roughness characteristics of the local terrain. The subscript ‘met’ refers to the 
data collected at the meteorological station. The default value for 𝑧𝑚𝑒𝑡 is 10 m for wind speed 
measurement. The default values for 𝛼𝑚𝑒𝑡 and 𝛿𝑚𝑒𝑡 are 0.33 and 460 m in a typical city terrain.

The relationship between air temperature, 𝑇𝑧 (℃), and altitude is calculated by:

𝑇𝑧 = 𝑇𝑏 + 𝐿
𝐸𝑧

(𝐸 + 𝑧) ― 𝐻𝑏 (18)

where 𝐿 is the air temperature gradient with the value of -0.0065 K/m, 𝐸𝑟 is the radius of the Earth with 
the value of 6,356 km, and 𝑇𝑏 (℃) is air temperature at ground level, since it refers to the air temperature 
at ground level, it can be calculated by:

𝑇𝑏 = 𝑇𝑧,𝑚𝑒𝑡 + 𝐿
𝐸𝑟𝑧𝑚𝑒𝑡

(𝐸𝑟 + 𝑧𝑚𝑒𝑡) (19)

where 𝑇𝑧,𝑚𝑒𝑡 (℃) is the air temperature in the weather file, 𝑧𝑚𝑒𝑡 is the height above the ground of the 
air temperature sensor at the meteorological station with a default value of 1.5 m.
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In addition to the meteorology variables used in EnergyPlus, there are two additional inlet boundary 
profiles used in CFD, which are local turbulence kinetic energy, 𝑘𝑧, and the turbulence dissipation rate, 
𝜀𝑧, at altitude z. They can be calculated as below [51]:

𝑘𝑧 =
𝑢′2𝑢,𝑧 + 𝑢′2𝑣,𝑧 + 𝑢′2𝑤,𝑧

2 ≅
3
2𝑢′2𝑧 =

3
2(𝐼𝑧𝑈𝑧)2(20)

where 𝑢′𝑧 is the local root mean square of the velocity fluctuations in the stream-wise direction and 𝐼𝑧  
is the local turbulent intensity that can be calculated by:

𝐼𝑧 =
𝑢′𝑧
𝑈𝑧

= 0.1
𝑧
𝛿

―𝛼―0.05

𝜀𝑧 = 𝐶1/2
𝜇 𝑘𝑧

𝑈𝑟𝑒𝑓

𝑧𝑟𝑒𝑓
𝛼

𝑧
𝑧𝑟𝑒𝑓

𝛼―1

(22)

where 𝐶𝜇 is a constant with a value of 0.09, 𝑈𝑟𝑒𝑓 and 𝑧𝑟𝑒𝑓 are reference wind speed and local height 
and are set as meteorological data 𝑈𝑚𝑒𝑡 and 𝑧𝑚𝑒𝑡, respectively.

4. Results and Discussion

4.1 Impact of wind pattern on exterior CHTC

The variation of the exterior CHTC along the building height, as influenced by wind patterns, presents 
a detailed perspective on façade-specific energy performance. According to the findings illustrated in 
Figure 6, different windward and leeward façades respond uniquely to wind directions and speeds, 
highlighting the complexity of airflow dynamics around high-rise structures.

The data from Figures 7(a) and 7(b) show that at wind speeds of 3 m/s, measured 10 m above ground, 
the distribution of CHTC exhibits significant spatial variability influenced by wind direction. 
Specifically, when wind approaches 0°, higher CHTC values are predominantly found on the windward 
side, indicative of more direct wind impact and enhanced convective heat transfer. However, the top 
and bottom sections of the building and its boundaries show marked decreases in CHTC values, possibly 
due to turbulence and flow separation effects that reduce wind speed in these regions, thereby 
decreasing convective heat removal. The CHTC on the leeward side shows a general increase from 
bottom to top. This phenomenon could be attributed to complex airflow patterns, including vortex 
shedding and recirculation. The higher CHTC at the top of the leeward side might result from increased 
turbulence and mixing, driven by wind flow over the building's crest.
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Figure 7 CHTC contours for wind direction of (a) 0° and (b) 40° and velocity contours for wind 
direction of (c) 0° and (d) 40° when the wind speeds are 3 m/s at 10 m above ground.

When the wind direction shifts to 45°, the asymmetry in wind exposure becomes more pronounced, 
particularly affecting the CHTC distribution along the building's edges. The right edge of the windward 
façade and the opposing left side exhibit higher CHTCs due to altered airflow paths, emphasizing the 
significance of building orientation relative to prevailing wind directions. This observation suggests 
that for accurate thermal modeling, the angular incidence of wind on façades must be taken into account, 
extending beyond the traditional binary categorization into windward and leeward sides.

These findings highlight a gap in conventional BES tools, which often simplify wind impacts based on 
generic windward and leeward definitions without accounting for angular variations and specific local 
wind conditions. Consequently, this can lead to inaccuracies in predicting thermal loads and energy 
performance, particularly in the design and optimization of high-rise buildings in urban environments.

Furthermore, the variations in wind patterns around the building, as depicted in Figures 7(c) and (d) can 
be correlated with the exterior CHTC patterns observed under varying wind directions. This indicates 
the necessity for dynamic modeling approaches that can account for wind effects and detailed façade 
orientations. The current study emphasizes the relationship between localized airflow patterns and 
convective heat transfer, suggesting that future research should aim to integrate more granular wind 
data and detailed geometrical modeling into energy simulation tools for better prediction accuracy.

Figure 8 shows the average exterior CHTC for differently oriented façades, calculated using (a) the 
coupling method and (b) the DOE-2 algorithm, plotted against wind speed at a height of 10 m for each 
time step across the five cities. The wind speeds are based on the weather data in the epw file. The 
simulations for both the summer and the winter periods in the five cities result in a comprehensive 
dataset of 7200 values, corresponding to each time step. Figure 8(c) presents the differences between 
these two approaches for each time step. Both the coupling method and the DOE-2 algorithm reveal 
distinct windward and leeward characteristics. A robust correlation between the average CHTC values 
and wind speed can be observed in both approaches, indicating the dominant influence of wind speed 
on the exterior CHTC. However, the coupling method introduces variations in CHTC values under 
specific wind speed conditions due to the consideration of wind directions. In contrast, results from the 
DOE-2 algorithm are more concentrated, lacking a significant correlation with wind directions.

Upon comparison, the CHTC values for the leeward façades show minimal differences between the two 
approaches, whereas the windward façades exhibit substantial variations. The coupling method 
calculates higher CHTC values than the DOE-2 algorithm for windward façades, with a maximum 
difference of 53.69 W/m²·K. Meanwhile, the CHTC values of the leeward façades calculated using the 
DOE-2 algorithm are higher than those calculated using the coupling method for a large portion of the 



23

time steps. Additionally, these differences increase with increasing wind speed. In practice, these 
findings impact architectural and engineering design by informing façade optimization against wind 
conditions, improving comfort, and reducing energy needs, particularly in high-wind regions. Further, 
these insights can be used for more accurate energy predictions and HVAC recommendations, which 
are critical in windy urban settings to avoid underestimating or overestimating heating and cooling 
requirements.

Figure 8 Average exterior CHTC of each oriented surface of (a) the coupling method and (b) the DOE-
2 algorithm, (c) the difference between the two methods, and (d) average exterior CHTC for the north 
surface under different wind directions predicted by the coupling method.

Figure 8(d)Error! Reference source not found. shows a box plot of the average CHTC for the north 
façades against wind direction for each time step. The plot indicates a significant variability in CHTC 
values with wind direction. This aligns with the study's emphasis on the impact of diverse wind 
environments on high-rise buildings, which are often not adequately represented in standard BES tools. 
The range of CHTC values is visually depicted within the interquartile range (IQR) for each wind 
direction, highlighting the necessity of incorporating dynamic CHTC values in BES for accuracy. The 
presence of outliers and their distribution across different wind directions point to irregular conditions 
where the CHTC deviates substantially from the norm. These outliers, along with the mean values, 
suggest that certain wind directions may induce unique microclimates around the building, thus 
affecting its energy performance. This highlights the importance of considering these variations during 
the design phase to optimize energy performance, particularly in the heating season where higher CHTC 
values are consistent.

4.2 Exterior CHTC on high-rise buildings
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Figure 9 shows the average CHTC values of the high-rise building located in five locations during the 
simulation periods for each floor, with the CHTC values split into different orientations. Due to 
differences in weather conditions, the CHTC values vary significantly between summer and winter 
periods and among different locations. Buildings located in Hong Kong (HK), London (LD), and New 
York (NY) have larger CHTC values in winter. In addition, the building in San Francisco (SF) generally 
has higher CHTC values during the summer, while the building in New York has higher CHTC values 
during the winter compared to other cities. The CHTC values also vary depending on the wall's 
orientation (North, East, South, or West).

The average CHTC values of all vertical surfaces in the high-rise building, calculated using the coupling 
method, are higher than those calculated using the DOE-2 algorithm in EnergyPlus (refer to Figure 10). 
This indicates an underestimation of overall convective heat transfer on the building façades by the 
DOE-2 algorithm. Additionally, the variations in CHTC between the coupling method and the DOE-2 
algorithm differ across façade orientations due to varying wind speeds and directions among the cases. 
The underestimation of CHTC by the DOE-2 algorithm during the winter periods in London, New York, 
and Shanghai indicates that more heat is being lost from the buildings than the models predict, 
suggesting a potential need for improved insulation to reduce this heat loss during the colder months.

Figure 11 compares the average CHTC of all vertical exterior building surfaces during the simulation 
periods using both the coupling method and DOE-2 algorithms. Generally, as wind speed increases with 
building height, it is observed that CHTC also increases with the height for calculations made using 
both the coupling method and the DOE-2 algorithm. The total average CHTC calculated with the DOE-
2 algorithm exhibits a consistent trend across all cases; however, there is a notable variation at the 
bottom of the building, and the rate of increase in CHTC diminishes as the floor height increases. 
Conversely, for the total average CHTC calculated using the coupling method, the increases at the base 
of the building are more pronounced, and the total average CHTC significantly rises towards the top of 
the building. According to the results, the value of CHTC on the leeward side façades does not increase 
uniformly with building height. Consequently, the total average CHTC calculated using the coupling 
method shows a more gradual increase on the upper middle floors.

Noteworthy are the significant disparities between the coupling method and the DOE-2 algorithm across 
seasons and locations. Particularly during summer periods, compared with the DOE-2 algorithm, the 
coupling method consistently records higher CHTC values, with differences ranging from 65.68% in 
London to 99.67% in Hong Kong. This trend is similar during winter periods, where the coupling 
method calculates greater CHTC values than the DOE-2 algorithm by percentages ranging from 69.11% 
in Hong Kong to 102.26% in Shanghai.
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Figure 9 Average CHTC for Hong Kong, London, New York, San Francisco, and Shanghai summer 
(a, c, e, g, i) and winter (b, d, f, h, j).

Figure 10 Comparison of average CHTC differences in percentage on different oriented façades 
between the coupling method and DOE-2 algorithm.

1

6

11

16

21

26

31

36

0 20 40 60 80 100 120 140 160 180

CHTC (W/m2·K)

Fl
oo

r

(i) SHS

1

6

11

16

21

26

31

36

0 20 40 60 80 100 120 140 160 180

CHTC (W/m2·K)

Fl
oo

r

(j) SHW

HKS HKW LDS LDW NYS NYW SFS SFW SHS SHW
0

50

100

150

200

250

D
iff

er
en

ce
s i

n 
pe

rc
en

ta
ge

 o
f a

ve
ra

ge
 C

H
TC

 (%
) North façade

East façade
South façade
West façade



27

Figure 11 Comparison of average CHTC values of all vertical surfaces of the high-rise buildings 
along the building height located in (a) Hong Kong, (b) London, (c) New York, (d) Shanghai, (e) San 

Francisco between the coupling method and DOE-2 algorithm.

 

Figure 12 CHTC differences between coupling method and DOE-2 algorithm in percentage for (a) 
summer and (b) winter periods along the building height.

Figure 12 shows the differences in the percentage of average CHTC values of all the vertical façades 
using the coupling method and the DOE-2 algorithm along the building height for (a) summer and (b) 
winter periods. All cases show that the differences in average CHTC are greater near the lower and top 
floors of the building. For the middle floors, the differences in the average CHTCs decrease along the 
building height. Additionally, the differences in the winter periods are greater than those in the summer 
periods for all the locations, with the average differences being 92.57% in summer and 98.49% in winter.

The average CHTCs of all building surfaces using the coupling method and various algorithms in 
EnergyPlus during the Hong Kong summer with a low average local wind speed of 2.03 m/s and New 
York winter with a high average local wind speed of 6.60 m/s are illustrated in Figures 13(a) and (b), 
respectively. The average CHTC values calculated using different algorithms in EnergyPlus across 
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various cities and seasons show a consistent pattern. Most algorithms, including DOE-2, TARP, 
MoWiTT, and the Adaptive Convection Algorithm, underestimate the CHTC values compared to the 
coupling method. The Simple Combined algorithm, however, overestimates the values because it 
accounts for both convective and radiative heat transfer, resulting in higher CHTC outputs. Figure 13(c) 
presents the differences in the percentage of average CHTCs between the coupling method and various 
algorithms in EnergyPlus across different locations and seasons. This underestimation is uniform across 
various locations and seasons. The largest underestimations are observed with the Adaptive Convection 
Algorithm, with an average of 82.69% across all cases. This is followed by average underestimations 
of 71.76% for TARP, 58.55% for MoWiTT, and 47.47% for DOE-2. The Simple Combined algorithm 
has an average overestimation of 17.25%. Although the Simple Combined algorithm shows a consistent 
overestimation across most cases, in the New York winter period, it transitions to underestimation, 
whereas the underestimations by other algorithms are most significant. It should be noted that the heat 
transfer coefficient values for the Simple Combined algorithm include radiation.

Figure 13 Average CHTCs for coupling method and algorithms in EnergyPlus during (a) Hong Kong 
summer and (b) New York winter, (c) Differences in percentage in average CHTCs between the 

coupling method and algorithms in EnergyPlus.
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4.4 Comparison of CHTR using coupling method and DOE-2 algorithm

Figure 14 illustrates the exterior convective heat transfer rate (CHTR) for the high-rise building located 
in five different locations during the simulation periods for each floor. This figure provides a visual 
representation of how CHTR varies with height and seasonal conditions, offeringinsights into the 
thermal dynamics of high-rise buildings. Overall, the values of convective heat loss increase along with 
the building height, which aligns with the trends observed in CHTC calculations. However, in some 
cases, these values slightly decrease near the top of the building due to the wind direction during the 
simulation periods, as previously discussed in section 4.1. This phenomenon is observed in winter for 
locations such as Hong Kong, London, Shanghai, and San Francisco, as well as during the summer 
period in San Francisco.
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Figure 14 CHTR for Hong Kong, London, New York, San Francisco, and Shanghai summer (a, c, e, 
g, i) and winter (b, d, f, h, j).

As CHTR is calculated based on the CHTC and the temperature differences between the exterior 
building surface and the surrounding air, the variations in CHTR differ from those in CHTC, particularly 
in terms of directionality. For example, the east and west façades exhibit greater convective heat loss 
during the summer, while the north façade experiences greater convective heat loss during the winter 
across all locations. Additionally, as the exterior wall temperature is higher than the surrounding air, 
the building façades lose heat through convection.

These insights are crucial for informing building design and energy efficiency strategies across different 
locations and seasons. For example, enhancing the thermal performance of building façades at higher 
floors and optimizing certain orientations can lead to energy efficiencies. Such strategies could include 
tailored insulation materials, advanced façade technologies, or architectural features designed to 
mitigate unwanted heat loss or gain, thereby aligning more closely with the unique environmental 
conditions each building faces.

Figure 15(a) shows the differences in the percentage of average CHTRs of the different oriented façades 
using the coupling method and DOE-2 algorithm. On average, the utilization of the coupling method 
yields an average CHTR that is 18.64% higher compared to the results calculated using the DOE-2 
algorithm. The differences in the percentage of average CHTRs vary across different seasons and 
locations. Shanghai's winter period had the greatest average CHTR difference percentage between the 
coupling method and the DOE-2 model. Hong Kong's summer and San Francisco's summer periods 
show uneven differences, with two oriented façades having greater differences compared to the other 
two oriented façades. Figure 15(b) shows the differences in the percentage of average CHTRs along the 
building height using the coupling method and DOE-2 algorithm. There are greater differences in the 
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percentage of average CHTR during the winter than during the summer. These differences tend to 
increase along with the building height, except on the top floor, and decrease more rapidly at the lower 
heights of the building.

 

Figure 15 (a) Differences in percentage of average CHTRs of the different oriented façades using 
coupling method and DOE-2 algorithm and (b) Differences in percentage of average CHTRs along 

the building height between the coupling method and DOE-2 algorithm.
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Figure 16(a) shows the difference in external wall heat gain rate per area for Hong Kong, London, New 
York, Shanghai, and San Francisco during the summer and winter periods between the coupling method 
and DOE-2 algorithm. The decreases in convection heat gain rate are due to the increase in CHTC 
values on the external surfaces directly for the coupling method. Although the coupling method only 
modified the CHTC values, it affected the whole external wall heat balance as the surface temperature 
of the external façades changed accordingly. The increase in convective heat loss led to less conduction 
heat loss as well as heat loss to the surroundings through the longwave radiation. 

 

Figure 16 (a) Difference in external wall heat balance for five locations, (b) outside and inside 
surfaces temperature differences along with the building height, and (c) seasonal breakdown between 

the coupling method and DOE-2 algorithm.

Therefore, by changing the CHTC values using the coupling method, it is observed that the outside 
surface temperature as well as the inside surface temperature, were also affected, as shown in Figures 
16(b) and (c). The temperature difference on the exterior wall surface shows a decreasing pattern with 
increasing height, except for the top floor. The temperature differences in the lower levels vary greatly, 
and they gradually diminish along with the building height. Meanwhile, the surface temperature of the 
wall inside steadily decreases from the first to the top floor. Both the window outside and inside surface 
temperatures show a similar decreasing trend. The coupling method consistently calculates lower 
temperatures compared to the DOE-2 algorithm across all floors, with the differences being more 
pronounced during winter conditions.

4.6 Comparison of heating/cooling energy using coupling method and algorithms 
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Figure 17 illustrates the differences in heating and cooling loads calculated using the coupling method 
compared to algorithms used in EnergyPlus, including DOE-2, the Adaptive Convection Algorithm, 
MoWiTT, Simple Combined, and TARP, across five locations with varied climate and wind conditions. 
The high-rise building analyzed in this study is designed with high-standard thermal performance for 
its building fabric, leading to higher cooling demands during the summer period and lower heating 
demands during the winter period. Greater percentage differences in winter heating loads are observed 
compared to summer cooling loads, indicating a higher variance in the performance of different 
algorithms during colder months.

Among the five algorithms used in EnergyPlus, the Simple Combined algorithm generally predicts 
lower heating and cooling loads than the coupling method due to its calculation of higher CHTC values. 
It shows the least differences in the prediction of heating and cooling loads, with an average of 4.30% 
lower energy demand compared to the coupling method. However, it predicts 35.69% more cooling 
loads in San Francisco during the summer because San Francisco has the highest average wind speed, 
causing the CHTC values calculated by the coupling method to be larger than those calculated by the 
Simple Combined algorithm. Despite this, other algorithms show a consistent trend in terms of 
differences in percentage for both heating and cooling loads. DOE-2 exhibits fewer differences in the 
prediction of heating/cooling load compared to the coupling method, ranging from 0.30% to 29.08%, 
followed by MoWiTT, TARP, and the Adaptive Convection Algorithm.

These findings reveal the varied effectiveness of the coupling method in buildings located in different 
cities with diverse climate conditions, particularly during the winter heating period. The discrepancies 
between the coupling method and other algorithms can vary significantly depending on the location and 
season. This variation highlights the importance of considering local climate conditions and seasonal 
variations when evaluating and selecting energy calculation methods for high-rise buildings.

Figure 17 Difference in percentage of (a) heating and (b) cooling loads between Eneryplus algorithms 
and coupling method. 

5. Discussion and further considerations

5.1 Comparison with previous CFD studies

The exterior CHTC distribution across the windward façade of high-rise buildings using CFD was 
simulated during the co-simulation in the present study. The CFD results for a wind direction of 0° align 
with those from previous studies [16-18]. Overall, the CHTC increases from bottom to top and from 
the middle of the façade to the sides [18]. The highest CHTC values can be found at the top edge. A 
relatively uniform CHTC distribution was observed over the central part of the windward façade, 
corresponding to the uniform high-pressure and low-velocity zones in this part of the façade. The CHTC 
is relatively low in the lower part of the façade due to the horseshoe vortex [16].
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Based on Kahsay et al. [17], for wind directions ranging from 0° to 45° towards the windward façade 
of a high-rise building, lower CHTCs are distributed at the bottom of the building. As the wind direction 
increases from 45° to 90°, the lower CHTCs at the bottom shift slightly upwards, forming a lower 
CHTC region on the 2nd floor, while a higher CHTC region forms in the middle of the building. The 
CHTC distribution on the windward façade is relatively insensitive to changes in wind direction. This 
can also be seen in Figure 7, where the CHTC distribution on the windward façade is similar to that 
when the wind direction is 0°. However, on the other façades, the effect of wind direction is more 
pronounced [18].

5.2 Reliability of the coupling method

Validated CFD models have been used to develop predictions for exterior CHTC, with accuracy steadily 
improving in recent years [9]. However, these models are generally more accurate for windward façades 
and less so for leeward façades. This discrepancy arises because steady RANS modeling cannot fully 
capture the inherently transient behavior of flow separation, recirculation, and von Karman vortex 
shedding occurring downstream of the windward façade [18]. In this study, CFD was used to obtain 
exterior CHTC values for all façades with different orientations, including windward, leeward, and the 
roof. This indicates that exterior CHTC values calculated using CFD for the leeward façades and roofs 
may still be inaccurate.

High-quality data for validating models that calculate exterior CHTC is essential [9]. Tian et al. [11] 
also emphasized the importance of validating the coupling model. The current general practice assumes 
the correctness and capability of the BES and CFD programs, validating them separately without 
providing a dedicated validation for the coupling model [6, 11]. Therefore, implementing more rigorous 
validation in future research can help evaluate the performance of co-simulation models. However, the 
current methodology for the coupling method is flexible; a developed CFD model in the future for better 
prediction of exterior CHTC can still be applied within this framework, increasing the accuracy of the 
co-simulation model.

5.3 Significance of buoyance effect

The CHTCs in this study are calculated in Fluent without considering the buoyancy effect. However, 
in urban environments, the façades of high-rise buildings often experience significant thermal plumes, 
particularly during periods with little to no wind. These thermal plumes result from natural convection 
as warmer air rises along the building surfaces, influenced by vertical temperature gradients. This effect 
is critical in determining the overall heat transfer from the building’s surfaces, impacting both energy 
consumption and thermal comfort.

To address this, initial simulations were conducted to test the influence of the buoyancy effect. Based 
on weather data, Hong Kong summer and San Francisco winter exhibit lower average wind speeds 
during simulation periods, while London winter represents average wind speeds among the locations, 
making these three scenarios suitable for studying the buoyancy effect. Figures 18 (a), (b), and (c) show 
the differences in average CHTC of all the building surfaces against wind speed during the simulation 
periods, representing the difference in CHTC when considering the buoyancy effect compared to when 
it is neglected.

Under low wind speed conditions (0 to 3 m/s), the buoyancy effect significantly increases CHTC values, 
especially during winter conditions. As wind speed increases beyond 3 m/s, the difference in average 
CHTCs gradually diminishes. Despite differences in cities and seasons, the impact of the buoyancy 
effect on the heat transfer coefficient under low wind speeds follows a similar pattern.

Although overlooking the effects of natural convection under calm wind conditions may limit the 
applicability of the findings in this study, in cases with higher average wind speeds, the proportion of 
low wind speed periods decreases, reducing the overall underestimation of CHTC. This approach will 
be applied to other cases in the present study. The average CHTC, CHTR, and heating or cooling loads 
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were compared while considering the buoyancy effect, as shown in Figures 18 (d), (e), and (f), 
respectively. Including the buoyancy effect results in fewer differences between the Simple Combined 
algorithm.

The results highlight the necessity of incorporating natural convection effects in thermal performance 
simulations to obtain more accurate predictions, especially in low wind speed environments. Future 
research should explore the influence of different building forms on the buoyancy effect and its impact 
on CHTC under varying climatic conditions.

Figure 18 Average CHTC differences against wind speed for (a) Hong Kong summer, (b) London 
winter, and (c) San Francisco winter between coupling with and without buoyancy effect, differences 

in percentage of (d) average CHTC and (e) average CHTR, and (e) difference in percentage of 
heating/cooling load by coupling with buoyancy effect.

6. Conclusion and future works

In conclusion, this study reveals the complex relationship between wind patterns and convective heat 
transfer coefficients (CHTC) in high-rise building façades. Based on CFD simulation, CHTC increases 
significantly with building height. The variations are more significant at higher wind speeds. It is also 
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influenced by wind direction, with windward, leeward and backward façades responding differently to 
various wind conditions. The coupling method, integrating building energy simulation with 
computational fluid dynamics, proves effective in understanding CHTC variations under different wind 
conditions.

The study compares CHTC values calculated using the coupling method and the algorithm used in 
EnergyPlus across different seasons and locations. This discrepancy in CHTC between the coupling 
method and algorithms used in EnergyPlus varies across different orientations and seasons. For instance, 
the coupling method records higher CHTC values by 65.68% to 99.67% in summer and 69.11% to 
102.26% in winter compared to the DOE-2 algorithm. Buildings in Hong Kong, London, and New York 
exhibit larger differences in the prediction of CHTC values in winter, while for San Francisco, higher 
differences occur in summer. The coupling method reveals substantial underestimations in the 
calculation of CHTC by traditional algorithms, particularly in winter.

The average CHTC values calculated using different algorithms in EnergyPlus across various cities and 
seasons show a consistent pattern. Most algorithms, including DOE-2, TARP, MoWiTT, and the 
Adaptive Convection Algorithm, underestimate CHTC values compared to the coupling method, except 
for the Simple Combined algorithm, which overestimates the values. The largest underestimations are 
observed with the Adaptive Convection Algorithm, averaging 82.69% across all cases, followed by 
average underestimations of 71.76% for TARP, 58.55% for MoWiTT, and 47.47% for DOE-2. The 
Simple Combined algorithm has an average overestimation of 17.25%.

The study also compares the exterior convective heat transfer rate (CHTR) and heating/cooling loads, 
which were calculated using different algorithms. The coupling method shows an 18.64% higher 
average CHTR compared to the DOE-2 algorithm, with significant seasonal and locational variations.

Among the various algorithms used in EnergyPlus for five locations during the summer and winter 
periods, the Simple Combined algorithm calculates 4.30% lower energy demand. In contrast, other 
algorithms calculate higher energy demand, with DOE-2 being the closest to the coupling method, 
showing a 5.76% overestimation. This is followed by MoWiTT with a 6.77% overestimation, TARP 
with 9.37%, and the Adaptive Convection Algorithm with 12.63%. The discrepancies between the 
coupling method and other algorithms can vary significantly depending on the location and season. This 
variation highlights the importance of considering local climate conditions and seasonal variations when 
evaluating and selecting energy calculation methods for high-performance high-rise buildings.

Overall, this research emphasizes the necessity of integrating detailed wind modeling into BES tools 
for more accurate predictions of thermal loads and energy performance in high-rise buildings. The 
findings inform architectural and engineering design, particularly in optimizing façades against wind 
conditions to enhance comfort and reduce energy needs in urban environments.

Despite the significant computational time and power required, the depth and accuracy of the data 
generated justify the investment, particularly for detailed studies focused on enhancing building design 
and energy efficiency. Given the computational intensity of the CFD simulations, direct application in 
standard practice might be impractical for all but the most critical projects. However, the method's value 
in a research context is substantial, providing detailed insights that can improve predictive accuracy for 
building energy simulations. 

Building on the findings of this study, future research should explore several key areas to further 
enhance the accuracy and applicability of CFD-BES coupling methods in high-rise buildings. One 
promising direction is the integration of machine learning algorithms to predict CHTC values based on 
a combination of CFD simulation results and real-world data. Once such datasets reach a critical mass, 
machine learning could play a significant role in predicting CHTC based on shorter-term or less 
computationally demanding simulations, offering a promising compromise between computational load 
and simulation accuracy. Additionally, future studies should investigate the impact of varying building 
geometries and façade designs on convective heat transfer under different climatic conditions, including 
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the effects of natural ventilation and dynamic shading devices. The inclusion of buoyancy effects and 
detailed microclimate interactions, especially in urban canyon environments, will also be crucial in 
refining the models. Finally, extensive experimental validation using data from instrumented high-rise 
buildings in diverse climates will be essential to verify and calibrate the simulation models.
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