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SYNOPSIS 

This Synthesis Report (2023.1) provides a formal systematic review of scientific 
literature on countermeasures for mitigating digital misinformation. 588 peer-

reviewed global publications from many disciplines were the focus of this study in 

order to highlight the most effective countermeasures for mitigating potential effects 
of misinformation, disinformation, and a range of related phenomena. 

 

According to the report’s selected publications, the four most often endorsed 
countermeasures are corrective information materials, information and media 

literacy content, content moderation, and content labeling. More than 10% of the 

analyzed publications validated these countermeasures. Research reveals several 

patterns in the investigation of countermeasures for combating misinformation 
across disciplines. Social sciences emerge as a leading area of scholarship in 

exploring various strategies, with one exception: content moderation, which is more 

actively tested in publications from the physical sciences. Simultaneously, 
experiment-based methodologies highlight content labeling and content reporting as 

the most effective countermeasures. There is no substantial geographic variation in 

what researchers are finding. 
 

Five important limitations in current research were identified:  

1. Few publications test specific countermeasures with real-world data; 

2. Some of the solutions offered in the literature are too broad to be tested; 
3. Methods that are more likely to bring critical perspectives, such as interviews, 

focus groups, and discourse analysis, are used less often than quantitative 

methods; 
4. Some countermeasures are understudied in particular disciplines. For 

example, redirection, or information and media literacy are understudied in 

the health and physical sciences; 
5. The literature in English that is analyzed pays insufficient attention to the 

problem beyond a few Western countries.  

 

Researchers from many disciplines agree there is a need for more focus, greater 

awareness of present and past scholarship, more experimental and quasi-

experimental methods, and the development of research in global contexts. The 

connection between misinformation and real-life consequences is difficult to 
determine, and research on the effects of exposure to misinformation requires 

higher-quality data than technology firms currently provide. Moreover, studies on the 

efficacy of proposed countermeasures, especially on combinations of interventions 
by creators and consumers of online misinformation, require further investigation.  
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SECTION 1. INTRODUCTION 

 

The quality of information that individuals encounter online remains a source of 

critical contemporary concern. It is now well documented that digital platforms 

facilitate the spread of misinformation [1], [2]. This content is often identified using 

terms such as “misleading information,” “disinformation,” “fake news,” “rumors,” or 

“computational propaganda” [3]–[5]. In this Synthesis Report (2023.1), these 

phenomena will be referred to with the umbrella term “misinformation.” To combat 

the spread of digital misinformation, a great deal of work must be done to 

understand its implications, how to address them, and how to design the most 

effective countermeasures. 

The rapidly expanding debates offer multiple solutions to the problem of 

misinformation across the domains of health [6], politics [7], and news media [8]. 

However, those studies that have a broader scope mainly focus on separate contexts 

rather than trying to generalize about design principles that could work across 

platforms, contexts, or types of content. Broad, systematic reviews are needed to 

map divergent solutions mitigating the spread of misinformation that are most likely 

to be transportable across platforms and countries, so that solutions can be 

implemented as soon as possible. This report offers a comprehensive cross-platform 

interdisciplinary systematic review of digital misinformation literature derived from 

the analysis of 4,798 peer-reviewed publications, 588 of which satisfy the publication 

inclusion criteria designed following the recommendations of the rigorous Preferred 

Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 2009 [9]. 
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Objectives and Research Questions 

There is no universally agreed-upon definition of misinformation. As a result, this 

investigation does not distinguish between various kinds of incorrect, false, or 

misleading information, or the intentions behind its spread. The literature often does 

not conclude intentions and, thus, does not distinguish whether a piece of 

information is spread with an intent to deceive, or not [10]. Such content can include 

rumors and conspiracies, inaccurate content or false beliefs [11], [12]. This report 

examines literature that focuses on “misinformation” and synonymous concepts 

such as “propaganda,” “disinformation,” “misleading information,” or “fake news” 

[1], [3], [4].  

These multiple forms of misinformation are investigated by asking the following 

questions: 

• How has research published in English-language, peer-reviewed journals 

covering countermeasures mitigating misinformation on digital platforms 

developed over time and across disciplines? 

• Which countermeasures that can be implemented on digital platforms are 

most likely to be effective in mitigating the impact of misinformation, 

according to the latest scientific research? 

This report systematically evaluates 588 peer-reviewed publications that discuss 

countermeasures across disciplines in order to synthesize existing knowledge and 

identify limitations and blind spots in the literature. While these studies propose 

some countermeasures for mitigating misinformation, less than one-fifth of them 

report the effectiveness of a countermeasure they propose. 

This systematic approach has several advantages compared to recent reviews of 

misinformation [13], [14]. It includes the broadest range of publications possible, 

then analyzes each of them to determine the effects of countermeasures across 
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national and platform contexts. This results in one of the largest scholarly article 

datasets on digital misinformation. Broad search terms are used to select 

publications, to avoid focusing on a single aspect of misinformation such as 

“conspiracy theories” [14], a specific area of application such as marketing [15], or a 

specific platform.  

Metrics and Protocols 

Scientists have produced many reviews that cover the causes and consequences of 

misinformation and have explained why misinformation is problematic, however, 

relatively few of those reviews follow the PRISMA recommendations [9]. PRISMA 

guidelines constitute an industry standard for systematic reviews and are 

recommended by the communities of scholars focused on designing protocols that 

are aimed at enabling high-quality information to be gathered from research, such as 

Cochrane. And even fewer—if any—studies are broad enough to capture evidence 

across disciplines, platforms, and contexts.  

The studies that have approached the analysis of digital misinformation 

systematically have often focused on its taxonomies [15]–[17], factors promoting the 

diffusion of misinformation [18], or the analysis of the consequences of diffusion [6], 

[19]. Since this domain of research lacks consistent definitions, researchers have 

been reviewing and synthesizing the definition of misinformation, especially the 

various content types that propagate it [16]. Some systematic review studies have 

examined the impact of misinformation [6], [19] and have unpacked its causes [18]–

[21] in order to find workable countermeasures [14]–[17]. These systematic reviews 

have found that social network analysis and content analysis are the most common 

approaches used to examine misinformation [17], [23]. In health misinformation 

research, experiments [23] that primarily focus on the accuracy of content and 

sentiment analysis are also common methods [17]. One systematic review argues 

that a good deal of the science of misinformation is atheoretical [24]. This review 
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relies on one of the largest databases of peer-reviewed literature that focuses on 

misinformation on digital platforms to analyze the evidence about the most effective 

platform countermeasures mitigating misinformation systematically.  

One of the most common variables used to evaluate the success of a countermeasure 

is a platform users’ perception of the information encountered. As one 

misinformation research review notes, individuals’ judgments about the accuracy 

and credibility of misinformation have become “a central concern for both theory 

and practice” [25]. The same review suggests that the literature presents two major 

approaches to countering misinformation: first, information and media literacy 

interventions designed to equip users with a tool to combat misinformation; second, 

adding labels to content to trigger increased scrutiny by information consumers. 

Another review states that information and media literacy interventions help users to 

reduce misinformation sharing [13]. A report that summarizes countermeasures to 

combat COVID-19 misinformation suggests that providing consumers with accurate 

information about best practices in healthcare is an effective approach to reducing 

the believability of misinformation [21]. 

Studies that summarize the effects of helping individuals to judge accuracy and 

credibility of information find that not all remedies work well. For example, the 

effectiveness of content labeling with the aim of reducing the likelihood of users 

believing misinformation varied across different types of information and 

interventions [13], [25]. In a randomized field experiment, the specific 

countermeasure of exposing users to news credibility labels did not significantly 

decrease the consumption of low-quality news [26]. While some individual studies 

show the potential of content labels to reduce belief in misinformation [27], [28], 

other publications show a very limited effect of applicability for this type of 

intervention [29], [30]. These limited effects are often associated with specific 

categories of users, such as those supporting a particular political party, or with 
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certain types of labels, such as humorous content. Moreover, algorithmic detection 

techniques for identifying—necessary for labelling at scale—misinformation were 

found to be inefficient due to the deficiency of datasets [20].  

Finally, many scholars suggest that the scarcity of research on platform interventions 

hinders the development and evaluation of countermeasures [13]. Furthermore, 

since the connection between misinformation and real-life consequences appears 

inconsistent and fragile [31], research on the effects of exposure to misinformation 

requires higher-quality data than technology firms currently provide [32]. Table 1 

summarizes eleven common countermeasures that are proposed in this literature 

that can be implemented by digital platforms. This systematic review addresses the 

knowledge gap by identifying and analyzing two interventions that are likely to be 

effective in mitigating the impact of digital misinformation: content labeling and 

corrective information. 
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Table 1. Strategies for Improving the Global Information Environment. 

Countermeasures Examples 

Advertisement policy–Modifying the 

advertisement policy of the platform, which 

often adds a user-facing component to the 

advertising mechanisms.  

Facebook requires the “Paid for by” label or 

introduces an information button for 

advertisements.  

Content labeling–Labeling posts, accounts, and 

stories with tags about fact-checking, funding, 

or advertising, or any other forms of tagging or 

flagging, including providing further context 

without the user having to click through to 

receive the additional information.  

A platform adds a “disputed” label to a user 

post, or a platform labels posts by state 

media with a “warning” sign.  

Content or account moderation–Taking down or 

marking content; using human or algorithmic 

moderation to suspend and block accounts.  

YouTube downranks content, or Twitter 

reduces interactions with accounts that 

users do not follow.  

Content reporting–Changing how users report 

potential misinformation on a platform.  

TikTok introduces a “misinformation” option 

in the content reporting options.  

Content user sharing–Targeting the distribution of 

misleading content by users.  

WhatsApp limits opportunities to forward a 

message, or Pinterest prevents pinning or 

saving posts.  

Corrective information–An organization, platform, 

or individual provides accurate information 

without regard to whether users have 

preconceptions about it.  

Governments or private enterprises publicly 

debunk a rumor on social media in a 

separate, unlinked piece of content, or 

user–generated content debunks a 

conspiracy.  

Disclosure–Informing a user that they have come 

in contact, shared, or interacted with 

misinformation.  

Reddit tells users they have interacted with 

misinformation.  

Information & media literacy–Educating users to 

identify misinformation by giving them tips or 

suggestions or by training them.  

Facebook offers Tips to Spot False News, 

including “be skeptical of headlines,” “look 

closely at the URL,” and “investigate the 

source.”  

Redirection–Redirecting users to additional 

information, accounts, or posts, usually by 

taking users to different content or by 

overlaying accurate information and alerts.  

Instagram shows content from local health 

authorities when users search for COVID-19 

information, or Facebook and Twitter 

introduce election hubs before the election 

period.  

Security or verification–Increasing or decreasing 

the security or verification requirements on a 

platform.  

Twitter’s protection program for political 

officials.  

Self-fact-checking–Providing users with an 

opportunity to fact-check information for 

themselves.  

A platform offers users an opportunity to 

interact with fact-checkers to verify the 

information they consume using private 

messages.  

Source: IPIE based on data collected; some examples are paraphrased from [12]. 
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SECTION 2. METHODS 

This report is a comprehensive interdisciplinary systematic review that examined 

evidence in scientific literature, published in English, on countermeasures that 

combat misinformation and that can be implemented by digital platforms. It 

included articles from peer-reviewed scientific journals and covered the theme of 

misinformation on platforms. Figure 1 presents the flow of publications through the 

stages of systematic review. 

 Figure 1. Sampling Stages of Systematic Review. 

 
Note: Flow of publications is presented based on a standard design suggested by the PRISMA 
recommendations [8]. 
Source: IPIE calculations based on data collected. 
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Identification: Search Strategies and Eligibility Criteria 

Two academic databases, Web of Science and Scopus, were used in this analysis 

because they offer a valid instrument for evaluating scholarly contributions in social 

science [33] and have been used in past systematic reviews and meta-analyses that 

asked similar questions [14], [25]. In addition, they incorporate key publications in 

social sciences, humanities, health, and other areas that publish relevant work, 

including journals that publish qualitative research. These databases also provide an 

interface that allows the extraction of large amounts of bibliographic information 

that were needed for this large-scope comprehensive study.  

With a focus on studies of misinformation, the presence of one of the synonyms for 

“misinformation” in an article’s abstract, title, or keywords allowed for the 

identification of relevant articles (see Table S2 in Supplementary Information). This 

was done by including publications which used any of the umbrella terms of 

“misinformation” as discussed in the Introduction: “misinformation”, “misleading 

information”, “disinformation”, “propaganda”, “fake news” or “rumors” to describe 

the main research questions of the publication. Only those peer-reviewed studies 

that were published between 1st of November 2006 (after Facebook, the first modern 

social media platform, was made publicly available) and 31st of December 2022, were 

included. 

Eligibility criteria (see details in Table S2): 

1. English—Study available in English; 

2. Misinformation—Study discusses any aspects of misinformation, 

disinformation, fake news, propaganda, or similar concepts; 

3. Digital platforms—Mention of any digital platform as an object of study; a 

digital platform was defined as a website that is dependent on user-generated 

content and facilitates interactive and networked communication [34]. 
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Studies offering solutions exclusively in relation to misinformation spreading 

on non-social media websites, such as those of mainstream media or political 

blogs were not included; 

4. Empirical—Study is based on empirical evidence—information acquired by 

observation or experimentation that is analyzed in a scientific publication. 

This includes qualitative and quantitative research designs.  

Several search terms combinations were tested, but the one chosen ensured the 

highest recall. In addition, the researchers deliberately refrained from including 

specific prominent platform names, including Twitter and YouTube (although did test 

this approach), as this would have skewed the search results by systematically 

overlooking lesser-known platforms. Gray literature, such as non-peer-reviewed 

conference abstracts or presentations, was not included because articles that have 

been through peer-review are more likely to provide rigorous findings, complete 

methodology information, include more subjects and more refined analysis, and 

transportable statistics on effects [35]. The final search request consisted of eight 

terms for “misinformation” and three terms for “social media.” See Table S1 for the 

full Boolean search string, which used identical terms for the two databases with a 

few modifications introduced to account for the differences in syntax requirements. 

The databases were last consulted on 28 February 2023.  

Screening: Coding Eligibility and Availability  

Once selections from each database were finalized, the results were merged from the 

databases (NScopus = 3,313, NWOS = 3,969). After eliminating duplicates, there were a 

total of 4,798 publications. A coding scheme was developed to assess the eligibility of 

collected publications (Table S2). These codes covered eligibility criteria, methods, 

proposed countermeasures, and their measurements. Five researchers ran a pilot 

test in pairs (four graduate students and a postdoctoral researcher) to achieve an 

optimum level of reliability in the proposed coding template. Intercoder reliability 
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showed high agreement based on a random sample of 163 publications for eligibility 

criteria (see Table S3 for Krippendorff’s α measures). Disagreements were discussed 

in the group and resolved [36]. 

The five coders read the titles, abstracts, and keywords of the publications to affirm 

the eligibility of a study based on the criteria listed above. Some publications 

contained all the search terms but did not consider misinformation as an object of 

study, were not empirical, or did not focus on digital platforms. 874 publications met 

the eligibility criteria. Due to the size of the resulting publication dataset and 

resource constraints, all publications were prioritized and reviewed that appeared 

online before July 2022 and had been cited more than 11 times since their 

publication. To account for newer studies that may have reached this citation 

threshold, all articles published between January 2020 and July 2022 were also 

reviewed. This allowed focus on the prominent and recent scientific publications (the 

average age of a publication in the final dataset was 2 years 7 months as of March 

2023) and on those studies that reached the threshold of 11 citations. This mixed 

approach to study sampling is an accepted strategy in systematic analyses where 

quality of assessments takes precedence over extensive literature searches to 

prevent including trials of low methodological quality [35], [36]. 24 publications could 

not be retrieved, so they were excluded in line with PRISMA recommendations. This 

was because either the library of the University of Oxford that was used for access did 

not have a subscription to the relevant publisher, or a URL provided by a database 

was not active. This entire process resulted in the identification of 588 empirical 

publications about misinformation circulating on digital platforms, all of which were 

reviewed.  

Inclusion: Synthesis and Analysis 

After coding for eligibility, the coding process switched to three sets of codes that 

summarized the literature: methods, countermeasures, and their measurement. 
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Existing typologies [13], [37] were used to develop a pilot coding instrument to 

classify countermeasures. The pilot coding process validated the instrument and 

helped to finalize it as a typology to classify publications according to the types of 

countermeasures they proposed. Following the pilot coding exercise, coding 

experiences were compared and the final coding template was adopted. Intercoder 

reliability measures were calculated based on 50 randomly selected publications (see 

Table S3 for Krippendorff’s α measures and agreement). The publications were 

randomly divided among the five researchers who coded them manually and 

independently. Pairs of researchers compared their article coding and resolved any 

discrepancies through conversations with the lead coder, as well as with the broader 

research team [36]. The team also separately synthesized evidence about the overall 

effectiveness of different countermeasures obtained through experiments and quasi-

experimental designs. Please see IPIE Synthesis Report (2023.2) for the results of this 

analysis [38]. Risk of bias was assessed and reported for the studies included in 

Synthesis Report (2023.2) using the Risk of Bias in Non-randomized Studies of 

Interventions (ROBINS-I) and revised tool for Risk of Bias in randomized trials (RoB 2) 

protocols. Some database manipulations were performed with the bibliometrix 

package for R [39]. 

Limitations 

It is possible that some studies were excluded from this systematic review even 

though an extensive search was undertaken that included two large social science 

databases and numerous search terms. More recently available databases, such as 

Microsoft Academic, could provide additional sources for an even more 

comprehensive analysis. It may have been possible to include additional sources and 

gray literature by using databases, for example, Google Scholar, to add more 

literature to reduce the chance of file-drawer bias occurring. However, it was critical 

that the sampling strategy privilege publications had gone through peer-review. With 

such a broad search strategy, a meaningful boundary had to be determined in sample 
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selection. Any update to this work should include publications in other formats, such 

as peer-reviewed conference reports and books.  

Reviews of this type are limited by language, especially as the major databases 

primarily contain research published in English. This limits the scope of the evidence 

and skews it away from research published in places where English is not the main 

language of academic inquiry. Despite the presence of multiple countries in the focus 

of the reviewed publications, this review remains Western-centric, with scholarship 

originating in the USA dominating the dataset. Gaps in scholarship coverage are 

especially evident in relation to the Caribbean, Central and Eastern Europe, Central 

Asia, Latin America, and West Africa. Unfortunately, attempts to diversify a language 

scope in similar reviews often brings limited results [40]. Focusing on the literature in 

other languages is a natural next step in knowledge aggregation. Because the 

literature is rapidly expanding, it should soon be possible to test a greater variety of 

countermeasures as more publications provide empirical evidence about their 

effectiveness.  

Similarly, more attention should be paid to the validity of the analyzed literature. The 

quality of the evidence reviewed varied from publication to publication even when a 

countermeasure was empirically tested. A discussion of the quality of the 

methodologies of relevant publications appears in Synthesis Report (2023.2). Hence, 

the publications analyzed should be validated beyond reliance on the peer-review 

procedures. 
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SECTION 3. STATE OF THE RESEARCH 

In this section, the state of research on countermeasures to misinformation is 

reviewed by focusing on current knowledge and then discussing important gaps in 

scholarship. 

Current Knowledge 

The scientific literature identifies several countermeasures to mitigate digital 

misinformation. Out of the 588 publications analyzed, 359— almost two-thirds of the 

total—proposed at least one countermeasure. To provide an overview, these 

solutions were grouped into 11 categories, as shown in Table 2. Four 

countermeasures were promoted by at least 10% of the publications: corrective 

information, information and media literacy, content or account moderation, and 

content labeling.  

For instance, the advocates of an information literacy approach recommend that 

media organizations design and implement health education and user-

empowerment campaigns [41]. Reportedly, this would help users to identify, process, 

share, and amplify high-quality information, thus correcting misinformation on social 

media. Some authors recommend content or account moderation in the form of 

algorithmic monitoring of text and images to identify suspicious accounts and 

content, though this intervention would require the development of such monitoring 

algorithms [42]. Another publication found that content moderation strategies 

deployed by the Chinese social media platform Sina Weibo after a crisis event failed 

to detectably decrease the proliferation of misinformation. However, the authors 

predict that this effect is masked because of the heavy censorship that Weibo applies 

through content moderation [43]. The examples of content labeling and corrective 

information countermeasures are discussed in SR2023.2 [38]. 
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Table 2. Proposed Countermeasures. 

Countermeasures 

Number of 

publications  

Number of 

publications where 

countermeasures are 

linked to research  

Number of 

publications where 

counter-measure 

effect reported 

Corrective information 129 120 41 

Information & media literacy 97 87 22 

Content or account moderation 67 64 17 

Content labeling 51 49 27 

Redirection 24 23 12 

Self-fact-checking 17 17 1 

Content user sharing 16 16 4 

Content reporting 6 6 3 

Security or verification 5 5 2 

Disinformation disclosure 4 4 2 

Advertisement policy 3 3 1 

Nonspecific or other 157 115 28 

Note: This figure presents a subsample of the 588 publications—the publications that proposed any 

countermeasure (n = 359). A publication was counted separately for each countermeasure it reported. Not every 

publication proposed a countermeasure, so some are excluded from this summary table. 

Source: IPIE calculations based on data collected. 

 

Countermeasures were also compared in relation to specific geographic contexts and 

found no substantial country-level divide between regions in relation to 

countermeasures offered and tested by scholars. Figure 2 provides a glimpse of what 

solutions are offered in which geographic contexts, based on the location of the 

corresponding author of a publication. Many countermeasures, such as content 

labeling and content moderation, are discussed around the world.
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Note: This figure presents a subsample of the 588 publications—only those publications are included where the databases provided relevant information about the country 

affiliation of the first author whose publication proposed a countermeasure and reported on its effect (n = 97). For the remaining 262 publications, full author affiliation information 

was not available. Countries are arranged by the number of studies for each category. 

Source: IPIE calculations based on data collected. 

Figure 2. Distribution of Countermeasures by Country of Author Affiliation. 
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However, research from some countries emphasizes certain solutions more often 

than others. For example, the content user sharing countermeasure is slightly 

more often tested by scholars based in China and the USA. Disinformation 

disclosure is emphasized by researchers located in Spain, while scholars in 

Singapore pay more attention to content moderation, as the available data 

shows.  

Figures 3 and 4 take a detailed look at what solutions for mitigating digital 

misinformation are offered across different disciplines. Most of the publications 

suggesting any solutions focus on three key areas: population health 

misinformation, with the cluster of COVID-19 and vaccination-related studies 

dominating this focus; the individual psychological aspects of misinformation, 

such as perception of information; and the political and social aspects of 

communication (Figure 4, a). The population health misinformation cluster 

expanded significantly largely due to academic interest in the COVID-19 

pandemic.  

By comparing scholarship across different disciplines, the report finds that social 

sciences are at the forefront of countermeasure studies, apart from content 

moderation, a countermeasure more actively tested and offered in publications 

across physical sciences. At the same time, health science journals almost 

exclusively focus on corrective information as tested countermeasures (Figure 3, 

b). Countermeasures suggested in studies on politics-linked topics often favor 

content labeling, while psychology-linked research favors corrective information 

materials and information and media literacy content. Content moderation is 

looked at more carefully by studies focusing on population health, as well as the 

contexts of the USA, and China (Figure 4, b). 
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Figure 3. Distribution of Countermeasures by Journal Field. 

a) b) 

  

Note: This figure presents a subsample of the 588 publications—only those countermeasures that were reported at least seven times in one of the science categories are shown. 

Information about a journal field is taken from the Scopus database, and some journals had several field tags. In (b), only publications reporting on the effect of a countermeasure 

are included.  

Source: IPIE calculations based on data collected. 
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Figure 4. Distribution of Countermeasures by a Publication Focus Identified through Keywords. 

a) b) 

  

Note: These figure present subsamples of the 588 publications—the publication focus was identified by analyzing keywords provided by publication authors, journal editors, or 

Web of Science or Scopus; includes only those publications for which keyword data was available through Web of Science or Scopus: (a) publications proposing a countermeasure 

(n = 203); (b) publications reporting on an effect of a countermeasure (n = 59). 

Source: IPIE calculations based on data collected. 
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This study also focused on how contemporary misinformation scholarship uses 

scientific methods, not least because a particular methodology can influence what 

exact countermeasures are proposed. The most common methods of data 

collection and analysis adopted in studies that linked the countermeasures they 

proposed to the object of study were computational and manual content analysis 

of social media data, surveys, and experiments (Figure 5). It is noted that previous 

systematic reviews had not highlighted a prominent role of survey research 

designs.  

Publications relying on content analysis approaches tend to advocate remedies 

that are based on corrective information materials, while the authors of survey-

based studies often promote information & media literacy remedies (Figure 6, a). 

At the same time, experiment-based methodologies feature content labeling or 

content reporting especially prominently. There is little alteration in this picture if 

focus shifts to only those reports that propose a countermeasure linked to the 

object of the study (Figure 6, b). However, the picture evolves if publications that 

report on the impact, effect, or consequences of a countermeasure they propose 

are included. Figure 6 (c) shows how proposals for labeling countermeasures are 

boosted by an interest in them by studies based on experimental designs, and how 

information & media literacy lose their appeal across an array of methodologies, 

with content moderation being largely supported by computational content 

analysis-based studies. This finding reminds us how important it is to scrutinize a 

solution from different perspectives and examine both the evidence and the 

method by which it was derived. 
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Figure 5. Methods of Data Collection and Analysis. 

 
 

Note: This figure presents a subsample of the 588 publications—only those publications that linked reported 

countermeasures to the object of study (n = 307). Some publications used several methods of data collection and 

analysis. 

Source: IPIE calculations based on data collected. 
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Figure 6. Methods of Data Collection and Analysis, by Proposed Countermeasures. 

 

a) b) c) 

   

Note: This figure shows the distribution of countermeasures over methods of data collection and analysis was counted separately whenever a publication reported several 

countermeasures or methods. The figure presents a subsample of the 588 publications: (a) n = 359 reports on any countermeasure proposed, (b) n = 307 reports on only those 

countermeasures that were linked to the object of study, and (c) n = 106 reports on only those countermeasures that reported on the impact, effect, or consequences of a 

countermeasure. 

Source: IPIE calculations based on data collected. 
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Gaps in Scholarship 

Four gaps in the scholarship appear through this systematic review. First, 

relatively few research publications test the specific countermeasures they 

propose using real-world data. While 52% of publications recommend a 

countermeasure that is linked to empirical research, only 18% of them report on 

the effectiveness of a countermeasure. This low percentage might be due to such 

barriers as ethical considerations, methodological limitations, research funding, or 

platform data availability. Indeed, it is increasingly hard to collect social media 

data: some platforms make it very hard to collect appropriate data, while others 

actively deter it. Identifying the unnecessary barriers to conducting research and 

working with regulators and platforms to remove those barriers, will greatly 

advance our knowledge of how to mitigate digital misinformation.  

Those publications testing the effects of these mitigating strategies often focus on 

the link between misinformation and online behavior, such as news sharing and 

social media engagement. The rigorously tested countermeasures include 

situations that provide users with labeled content or corrective information.  

Second, some of the solutions offered in the literature are too broad to be grouped 

in any category. Such nonspecific solutions are offered by 44% of the studies. They 

include “providing relevant information,” building “fake news awareness” [44], 

and promoting “a culture of humility aiming [to] demolish walls and barriers 

between tribes” [45]. This shows that much of the research does not offer or 

evaluate specific countermeasures for redressing digital misinformation. 

Third, a gap is found in applying qualitative methodological approaches. Such 

methods as interviews, focus groups, and discourse analysis are being used less 

often than quantitative methods. Moreover, discourse analysis was relatively 

underutilized, thus its use is summarized under the “Other” category in the 
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analysis. Figure 3 shows that scholarship relying on qualitative methodologies is in 

the minority in this sample. 

Fourth, some countermeasures seem to be understudied in certain disciplinary 

contexts. For example, information and media literacy, and redirection are widely 

discussed in humanities and social sciences but are particularly understudied 

across health sciences and physical sciences (Figure 3). However, once a focus is 

on keywords rather than a journal field (Figure 4), it is found that health-related 

and medical topics cover a broad range of countermeasures linked to studies that 

emerged during the pandemic.  

Fifth, as shown in Section 2, the literature in English that is analyzed pays 

insufficient attention to many regions of the world. 
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SECTION 4. CONCLUSION 

This Synthesis Report (2023.1) provides a formal, systematic review of the literature 

on misinformation and the countermeasures it proposes to map the state of the 

field. The researchers systematically examined various types of countermeasures 

and how these countermeasures are validated in empirical research.  

While most studies investigate the incidence of misinformation, many assess the 

effectiveness of countermeasures. Four countermeasures received the support of 

multiple studies (Table 3). These are corrective information, information and 

media literacy content, content moderation, and content labeling. However, this 

does not mean these countermeasures are the most effective ones. They are the 

most offered solutions but not necessarily the most tested. Some publications 

measure the effectiveness of the countermeasures they recommend, but most 

publications propose countermeasures without providing generalizable evidence 

for validation. Moreover, it is found that approximately one-fifth of the 

publications propose only nonspecific countermeasures to address the issue of 

digital misinformation. Policymakers should be aware of the implications of the 

diverse designs of the scholarship when looking for empirical evidence of the 

effectiveness of countermeasures. This research underscores the importance of a 

more strategic validation approach to better understand the effectiveness of the 

countermeasures in mitigating misinformation. 

 

 

 

  



Countermeasures for Mitigating  

Digital Misinformation  

 

29 

 

Table 3. Strategies for Improving the Global Information Environment. 

 

Note: Gray indicates interventions with uncertain effects; green indicates the strategies endorsed by the 

authors of studies that have been aggregated in this systematic review.  

Source: IPIE, [13], [38]. 

 

 

Consensus Countermeasures Examples 

E
n

d
o

rs
ed

 

Content labeling–Labeling posts, accounts, and stories 

with tags about fact-checking, funding, or advertising, 

or any other forms of tagging or flagging, including 

providing further context without the user having to 

click through to receive the additional information. 

A platform adds a “disputed” label to a user post, 

or a platform labels posts by state media with a 

“warning” sign. 

Content or account moderation–Taking down or marking 

content; using human or algorithmic moderation to 

suspend and block accounts.  

YouTube downranks content, or Twitter reduces 

interactions with accounts that users don’t 

follow. 

Corrective information–An organization, platform, or 

individual provides accurate information without 

regard to whether users have preconceptions about it. 

Governments, private enterprises, or users publicly 

debunk a rumor or conspiracy on social media 

in a separate, unlinked piece of content. 

Information & media literacy–Educating users to identify 

misinformation by giving them tips or suggestions or by 

training them. 

Facebook offers Tips to Spot False News, including 

“be skeptical of headlines,” “look closely at the 

URL,” and “investigate the source.” 

U
n

ce
rt

a
in

 

Advertisement policy–Modifying the advertisement policy 

of the platform, which often adds a user-facing 

component to the advertising mechanisms.  

Facebook requires the “Paid for by” label or 

introduces an information button for 

advertisements. 

Content reporting–Changing how users report potential 

misinformation on a platform. 

TikTok introduces a “misinformation” option in the 

content reporting options. 

Content user sharing–Targeting the distribution of 

misleading content by users. 

WhatsApp limits opportunities to forward a 

message, or Pinterest prevents pinning or 

saving posts. 

Disclosure–Informing a user that they have come in 

contact, shared, or interacted with misinformation. 

Reddit tells users they have interacted with 

misinformation. 

Redirection–Redirecting users to additional information, 

accounts, or posts, usually by taking users to different 

content or by overlaying accurate information and 

alerts. 

Instagram shows content from local health 

authorities when users search for COVID-19 

information, or Facebook and Twitter introduce 

election hubs before the election period. 

Security or verification–Increasing or decreasing the 

security or verification requirements on a platform. 

Twitter’s protection program for political officials. 

Self-fact-checking–Providing users with an opportunity to 

fact-check information for themselves.  

A platform offers users an opportunity to interact 

with fact-checkers to verify the information they 

consume using private messages.  
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SUPPLEMENTARY INFORMATION 

Table S1. Boolean Search Term in the Web of Science 2021 Syntax. 

AB=(disinformation OR misinformation OR propaganda OR “fake news” OR rumo* OR 

“misleading information” OR “false information” OR “computational propaganda”) OR 

TI=(disinformation OR misinformation OR propaganda OR “fake news” OR rumo* OR 

“misleading information” OR “false information” OR “computational propaganda”) OR 

KP=(disinformation OR misinformation OR propaganda OR “fake news” OR rumo* OR 

“misleading information” OR “false information” OR “computational propaganda”) 

 

AND 

 

(AB=(“social media” OR “social networking site” OR “digital platform*”) OR TI=(“social media” 

OR “social networking site” OR “digital platform*”) OR KP=(“social media” OR “social networking 

site” OR “digital platform*”) 

 

AND 

 

(LA==(“ENGLISH”) AND DT==(“ARTICLE” OR “EARLY ACCESS”)) 

Source: IPIE. 
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Table S2. Codes Used to Organize and Synthesize Research Evidence. 

Code Description of the code Variables 

Eligibility 

English Publication is available in English.  0 = no 

1 = yes 

Misinformation Publication discusses any aspects of 

misinformation, disinformation, fake news, 

propaganda, rumors, “credibility” of information or 

digital/automated manipulation as a key object of 

study. If there are several objects, misinformation 

should be at least one out of three of them. 

0 = no 

1 = yes 

Digital platforms Social media platforms (websites that are 

dependent primarily on user-generated content 

that facilitates two-way interaction) constitute a 

significant focus of the research. The study names 

any social media platform as a major study object or 

its key background, field, or context. Forums are not 

considered as social media. 

0 = no 

1 = yes 

Empirical A study is based on empirical evidence that is 

analyzed in the publication, which should be clear 

from Abstract.  

0 = no 

1 = yes 

Full paper coding 

Methods Methods used to collect and analyze data. Multiple 

choice. 

0 = none 

1 = survey 

2 = interviews 

3 = focus groups  

4 = ethnography 

5 = experiment 

6 = content analysis (manual) 

7 = content analysis (automated) 

involving social media data extraction 

8 = network analysis 

9 = agent-based modeling, simulation 

10 = process tracing and (or) case study 

100 = other 

Measures proposed Countermeasures mitigating the impact of 

misinformation that are related to the functioning 

of platforms proposed in the study. The proposed 

measures should mitigate the impact of 

misinformation that spreads on digital platforms, 

according to this study. Multiple choice. 

NA = nothing proposed 

0 = broad 

1 = advertisement policy 

2 = labeling 

3 = content or account moderation 

4 = content reporting 

5 = content distribution & sharing 

6 = corrective information materials 
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7 = disinformation disclosure 

8 = information literacy 

9 = redirection 

10 = security or verification 

11 = other 

12 = fact-checking infrastructure 

Measures proposed 

specify 

Shortly describe specific countermeasures 

proposed to address the problem of 

misinformation.  

[open coding] 

 

Link between 

proposed 

countermeasure 

and study object(s) 

Is there a link between the proposed 

countermeasures and the object of the study? The 

countermeasures should be linked to and derived 

from the research presented in the paper. 

0 = no 

1 = yes 

Proposed 

countermeasures 

target any human 

misinformation 

creators 

Do the proposed countermeasures actively target 

any human creators/sources of misinformation 

content?  

0 = no 

1 = yes 

Measure effects Does the study report on the 

impact/effect/consequences of countermeasures 

using quantitative measures? 

0 = no 

1 = yes 

Measure effects 

specify 

Please specify, if “yes” for the previous question. [open coding] 

Notes: Codes are ordered as they appeared in the codebook provided to coders. For replication purposes, a 

version with examples is available upon request. Table 1 presents the summary of definitions and examples 

used to code the Measures proposed variable. 

Source: IPIE.  
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Table S3. Inter-coder Reliability Assessment (Krippendorff’s α and  

Percentage Agreement). 
 

Category α % 

Eligibility   

Digital platforms 0.92 98.00 

Empirical 0.88 93.90 

English 1.00 100.00 

Misinformation 0.76 87.80 

Methods and countermeasures   

Link between proposed countermeasures and study object(s)  0.72 81.80 

Methods 0.74 77.30 

Proposed countermeasures target human misinformation 

creators 
0.83 97.70 

Source: IPIE calculations based on data collected. 
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