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Preface to ”Applications of Computational

Intelligence to Power Systems”

Nowadays, recent developments and various new challenges in power systems, such as 
deregulation and environmental concerns, dictate the need for numerous improvements in power 
systems planning, operation, and control. The requirement of obtaining online solutions as fast as 
possible for different problems in power systems is becoming more apparent. The electric power 
industry is continuously searching for ways to improve the efficiency and reliability with which 
it supplies energy. Although the fundamental technologies of power generation, transmission, 
and distribution have been changing quite slowly, the power industry has been quick to explore new 
technologies that might assist its search and to enthusiastically adopting those that show benefits. 
Traditional methods are usually not able to solve power system problems in real time. In general, 
such methods are time-consuming and computationally expensive, and are not suitable for online 
monitoring and control.

Computational intelligence (CI) is one of the most important powerful tools for research in 
the diverse fields of engineering sciences, ranging from traditional fields of civil and mechanical 
engineering to vast sections of electrical, electronics, and computer engineering, and above all, 
the biological and pharmaceutical sciences. The existing field has its origin in the functioning of 
the human brain in processing information, recognizing patterns, learning from observations and 
experiments, storing and retrieving information from memory, etc. In particular, as the power 
industry is on the verge of a changing era, power engineers require computational intelligence 
tools for the proper planning, operation, and control of power systems. Most of the CI tools are 
suitably formulated as some sort of optimization or decision-making problem. These CI techniques 
provide power utilities with innovative solutions for efficient analysis, optimal operation and control, 
and intelligent decision making.

Due to the nonlinear, interconnected, and complex nature of power system networks and the 
proliferation of power electronics devices, the CI techniques have become promising candidates 
for optimal planning, intelligent operation, and automatic control of the power system. Neural 
networks, deep learning, fuzzy logic, as well as the derivative-free optimization techniques such 
as genetic algorithm and the swarm intelligence techniques such as particle swarm optimization 
play an important role in the power industry for decision-making, modeling, and control problems. 
Due to the nonlinear nature of power system networks and industrial electric systems, fuzzy logic 
and neural networks are promising candidates for planning, automatic control, system identification, 
load and load/weather forecasting, etc. Distribution system routing and loss minimization are 
dealt with effectively using evolutionary algorithms and swarm intelligence techniques. On the 
other side, the appearance of large generations and highly interconnected systems are making early 
fault detection and rapid equipment isolation the most important functions for maintaining system 
stability. One of the factors that hinder the continuous supply of electricity and power is a fault in 
the power system. These faults cannot be avoided, since they occur because of natural reasons which 
humans cannot control. CI based methods are being used in the process of fault detection and location 
to accelerate fault detection and to improve performance of protection system. Developing solutions 
with these CI tools offers two major advantages: development time is much shorter than when using 
more traditional approaches, and the systems are very robust, being relatively insensitive to noisy 
and/or missing data/information known as uncertainty. This special issue deals with different CI
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techniques for solving real world Power Industry problems. The technical contents will be extremely

helpful for the researchers as well as the practicing engineers in the power industry.

Vassilis S. Kodogiannis

Special Issue Editor
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Abstract: Electricity load forecasting is an important task for enhancing energy efficiency and
operation reliability of the power system. Forecasting the hourly electricity load of the next day
assists in optimizing the resources and minimizing the energy wastage. The main motivation of this
study was to improve the robustness of short-term load forecasting (STLF) by utilizing long short-
term memory (LSTM) and genetic algorithm (GA). The proposed method is novel: LSTM networks
are designed to avoid the problem of long-term dependencies, and GA is used to obtain the optimal
LSTM’s parameters, which are then applied to predict the hourly electricity load for the next day.
The proposed method was trained using actual load and weather data, and the performance results
showed that it yielded small mean absolute percentage error on the test data.

Keywords: long short term memory (LSTM); genetic algorithm (GA); short term load forecasting
(STLF); electricity load forecasting; multivariate time series

1. Introduction

Electricity load forecasting is a mandatory procedure in the capacity planning process of the power
industry. Three types of load forecasting are categorized with different time scales. Medium-term
and long-term load forecastings predict the weekly, monthly, or yearly electricity load, and both are
necessary for system planning, resource investment, and budget allocation. Short-term load forecasting
(STLF), the focus of this study, predicts hourly or daily electricity load one hour to one week ahead,
which is crucial for resource planning and load balancing in power system management [1–3].

Imprecise load forecasting increases operating cost. For example, an increase of only 1% in
forecast error caused an increase of 10 million pounds in operating cost per year for an electric
utility company in the United Kingdom [4–6]. Due to the economic and the environmental concerns,
electricity load forecasting has drawn considerable attention from both the academic and industrial field.
Many approaches have been proposed to solve the STLF problem. For example, many conventional
approaches for time series prediction, such as statistical analysis, regression methods [7], smoothing
techniques, stochastic process and autoregressive moving average (ARMA) models [8], have been
applied to the STLF problem. In last few decades, many data mining approaches have achieved good
performance on tackling the uncertainties in STLF, including artificial neural networks (ANN) [9,10],
fuzzy inference systems, neuro-fuzzy systems [11], support vector machines, and artificial immune
systems [12], etc. Among these data mining approaches, ANN is one of the most popular methods.
ANN is suitable for nonlinear problems, has excellent learning ability, and is robust to noise in data.

For time series prediction problems, as in the case of STLF, a special type of ANN called recurrent
neural network (RNN) is often used to handle the time-dependency property in time series data. RNN
greatly reduces the number of nodes (and consequently, the number of parameters to be learned) in
the neural network, but it suffers from the vanishing gradient and long-term dependency problems.

Energies 2019, 12, 2040; doi:10.3390/en12112040 www.mdpi.com/journal/energies1
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To overcome the drawbacks of the traditional RNN, Hochreiter et al. [13] proposed long short-term
memory (LSTM) RNN, which added more controls to the traditional RNN to retain both short-term
and long-term memory in the network. Since then, LSTM-based networks have become one of the
most promising technologies for deep learning, and have been successfully applied in many research
areas such as natural language translation [14], image captioning [15–17], speech recognition [18], and
handwriting recognition [19].

With LSTM, the initial weighting of each link in the neural network must be determined before
the training iterations start. However, poorly chosen initial weightings could sometimes lead to a
bad performance. The motivation of this study was to propose a method such that LSTM could start
with a set of properly chosen initial weightings to reduce the forecasting error of the STLF problem.
Specifically, the proposed method integrated the searching capability of genetic algorithm (GA) and
the learning capability of LSTM. GA is responsible for searching the optimal initial weightings through
its population-based bio-inspired evolution operations [20] and LSTM is responsible for learning and
memorization intelligence from power usage data and weather data. Overall, the proposed method
and the underlying STLF problem can be summarized as follows:

• Input: Weather data such as temperature and humidity are closely related to electricity
consumption. Thus, this study used hourly weather data and electricity load for the past
24 h as input in the training process.

• Output: The objective of this study was to produce the hourly electricity load for the next day.
• Methodology framework: The proposed method integrated GA and LSTM. GA was implemented

to optimize the parameters of LSTM; LSTM was employed to learn from the past data to yield a
better prediction.

The rest of the paper is organized as follows: Section 2 surveys the literature on STLF, and Section 3
describes LSTM for STLF. Section 4 presents our proposed approach. Sections 5 and 6 describe the
settings and the results of the performance study, respectively. Section 7 concludes this paper, and
gives direction for future research.

2. Related Works on Short-Term Load Forecasting

The problem of load forecasting has attracted much attention since the mid-1960s [21,22]. This
section focuses the techniques for STLF. STLF is essentially a time series problem, and thus many
traditional time series prediction techniques have been used to solve this problem, e.g., ARMA [23],
ARIMA [24], and a hybrid of ARIMA and SVM [25]. Under normal conditions, these statistical
techniques deliver good prediction results. However, sudden changes of the weather conditions can
dramatically affect the short-term power usage patterns, and consequently, render these statistical
techniques failing to provide accurate prediction.

Due to the impact of weather on short-term power usage, many studies have factored into the
weather conditions for STLF. Reference [26] applied fuzzy logic [27] to find rules to handle similar
weather conditions. Reference [28] used wavelet transform to decompose the electrical load data into
components of various frequencies, and then built a SVM model based on the temperature data and
the low-frequency components of the electricity load data. Reference [29] built two regression models
to respectively predict daily and hourly loads based on the weather data and the electrical load data.
Reference [30] applied ANN for long-term load forecasting, and their results showed that ANN is
superior to linear regression and SVM.

ANN is a widely used technique for learning nonlinear patterns. Because STLF is a nonlinear
problem, many previous works have utilized ANN for STLF, e.g., Reference [31] applied a feed-forward
backpropagation ANN for STLF. Hybrids of ANN and other techniques are also common for STLF, e.g.,
regression tree model [32], time series analysis [33], genetic algorithm [34], chaos genetic algorithm
and simulated annealing [35].
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With the advance of computing power, deep neural network (DNN) has gained much popularity
and been applied to STLF in recent years [36]. LSTM is a special type of DNN that is suitable for time
series prediction due to its capability of remembering both the short-term and the long-term behavior
in time series data. In Reference [37], two types of LSTM were compared against other deep learning
techniques for predicting electricity load of every hour or every minute. Their results showed that
LSTM outperformed the other techniques. However, all of the neural network approaches above
require setting up the initial weightings of the links in the network, but poorly chosen weightings
could lead the searching process trapped in the local optimum. A hybrid of LSTM and GA is proposed
in Section 4 to resolve this problem.

3. Long Short-Term Memory for Short-term Load Forecasting

Prior to presenting our approach in Section 4, this section gives a detailed description of LSTM.
LSTM is an augmented recurrent neural network model. It learns sequential information with long
term dependencies, and preserves information for a long period of time. Traditional recurrent neural
network suffers from the vanishing gradient problem. That is, as the number of layers using the same
activation function increases, the gradients of the loss function approaches zero, making it difficult
to train the network through backpropagation of errors. To prevent the vanishing gradient problem,
LSTM utilizes memory cells, where each cell maintains a cell state and a hidden cell state, and uses
three gates (namely, input gate, output gate, and forget gate) to control the flow of information into or
out of the cell. A formal explanation of the LSTM model is given below.

LSTM is for time series modeling, which maps an input sequence x = {x1, x2, . . . , xn} to an
output sequence y =

{
y1, y2, . . . , yn

}
. For the STLF problem under study, each xi represents the hourly

electricity load and the weather data of day i, and each yi represents the hourly electricity load of day
i + 1, indicating a look-ahead parameter of value one. The LSTM contains layers of memory cells,
where the interaction between the LSTM layers is shown in Figure 1, and the architecture of a LSTM
cell is shown in Figure 2.

Figure 1. The interaction between Long Short-Term Memory layers.

Figure 2. The architecture of the Long Short-Term Memory cell.
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For ease of exploration, cell t refers to the LSTM cell at the t-th layer in the network. As shown in
Figure 2, the input for cell t included xt, ht−1 and ct−1, where xt was from the input sequence x, and ht−1

and ct−1 were from the output of cell t − 1. Directed weighted links connected various components
within a LSTM cell or between two adjacent LSTM cells.

The input gate (it) of cell t used the Logistic sigmoid function σ(·) to decide whether to store the
current input xt and the new cell state in the memory, as shown in Equation (1), where Wix, Wih and
Wic were the weights of the incoming links associated with the input gate, and bi was the bias input of
the input gate.

it = σ(Wixxt + Wihht−1 + Wicct−1 + bi) (1)

Similarly, the forget gate ( ft) of cell t used the Logistic sigmoid function to decide whether to
remove the previous cell state (ct−1) from the memory, as shown in Equation (2), where W f x, W f h and
W f c were the weights of the incoming links associated with the forget gate, and b f was the bias input
of the forget gate.

ft = σ
(
W f xxt + W f hht−1 + W f cct−1 + b f

)
(2)

The new cell state (ct) was determined by the amount of old cell state to forget (i.e., ft ◦ ct−1) and
the amount of new information to include (i.e., it ◦ tanh(Wcxxt + Wchht−1 + bc)), as shown in Equation
(3), where Wcx and Wch were the weights of the incoming links associated with the cell state, bc was the
bias input of the cell state, and ◦ represented the hadamard product.

ct = ft ◦ ct−1 + it ◦ tanh(Wcxxt + Wchht−1 + bc) (3)

The output gate (ot) used the Logistic sigmoid function to filter information from the current input
xt, previous cell state ct−1, and previous hidden state ht−1, and as shown in Equation (4), where Wox,
Woh and Woc were the weights of the incoming links associated with the output gate, and bo was the
bias input of the output gate.

ot = σ(Woxxt + Wohht−1 + Wocct−1 + bo) (4)

The new hidden state (ht) was calculated as the hadamard product between the output gate
values ot and the tan h function value of the current state ct, as shown in Equation (5).

ht = ot ◦ tanh(ct) (5)

Finally, the output of the memory cell (i.e., the predicted value of yt) was calculated from the
hidden state cell state ht, as shown in Equation (6), where Wyh were the weights of the incoming links
associated with the hidden state and by was the bias input of the hidden state.

ŷt =
(
Wyhht + by

)
(6)

For the STLF problem under study, yt and ŷt represented the actual and the predicted hourly
electricity load of a day, respectively. Thus, both yt and ŷt contained 24 values, one for each hour. The
predicted error (i.e., yt − ŷt) was calculated as the mean absolute percentage error (MAPE) of the 24
pairs of corresponding values in yt and ŷt. The predicted error at time step t was back propagated
to refine the weighting matrices in the LSTM. The objective of training the LSTM was to refine the
weighting matrices to minimize the predicted error.

Notably, the LSTM contained only one LSTM cell layer, and Figure 1 actually depicts how the cell
layer unfolds over time. That is, cell t refers to the status of the LSTM cell at time step t (or day t for
the STLF problem under study). Thus, LSTM only maintained a set of weighting matrices and a bias
vector for all gates and memory states.
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4. Integration of Long Short-Term Memory and Genetic Algorithm: The Proposed Method

As described earlier, the initial values of the weighting matrices could affect the performance of
the LSTM. Our proposed method used GA to assist searching the proper initial values for the weighting
matrices of the LSTM. GA is a population-based searching technique that employs a population of
chromosomes in the searching process. Each chromosome represents a feasible solution. For LSTM, a
feasible solution consists of the values of all the weighting matrices described in Section 3. Figure 3
shows the flow diagram of the proposed method. The main steps of the proposed method are described
in detail below.

Figure 3. The flow diagram of the proposed method.

Step 1: Generate initial population of chromosomes.

A set of n chromosomes were randomly generated. Each chromosome W contained the values for
all the weighting matrices in LSTM, i.e., W = [Wix Wih W f x W f h Wcx Wch Wox Woh Wyh].
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Step 2: Calculate fitness for each chromosome via LSTM.

For each chromosome in the current population, its value was used to initialize the weighting
matrices in the LSTM. Then, training data was fed into the LSTM so that the LSTM could learn from the
data to adjust the value of W to minimize the mean absolute percentage error (MAPE) of the training
data, as is done in the traditional LSTM technique. The fitness of this chromosome was the final MAPE
value of the training data.

Step 3: Generate the new population via genetic operations.

This step generated a new population that contained the same number of chromosomes as the
current population. The chromosomes of the new population were generated by applying genetic
operations (i.e., reproduction, crossover, or mutation) on the chromosomes selected from the current
population. This study used the roulette wheel selection so that a chromosome with a higher fitness
value had a higher probability of being selected for genetic operations. In the new population, the
proportions of the chromosomes generated via the reproduction, crossover, and mutation operations
were referred to as the reproduction, crossover, and mutation ratios, respectively. GA usually adopts a
large crossover ratio, and a low mutation ratio.

The reproduction operation repeatedly selected a chromosome from the current population, and
added it to the new population, until the reproduction ratio was reached. This study applied an
elitism policy so that the best chromosome in the current chromosome was always added to the
new population.

The crossover operation repeatedly selected two chromosomes from the current population acting
as the parent chromosomes to generate and add two offspring chromosomes to the new population,
until the crossover ratio was reached. Uniform crossover was adopted in this study. With uniform
crossover, each value in the offspring chromosomes is independently chosen from the two values at
the same corresponding position in the two parent chromosomes, as shown in Figure 4.

 

Figure 4. Uniform crossover.

The mutation operation repeatedly selected a chromosome from the current population, modified
the selected chromosome to generate a new chromosome (referred to as a mutant), and added the
mutant to the new population, until the mutation ratio had reached. One-point mutation was adopted
in this study. With one-point mutation, a small random change is injected into the value of a randomly
selected position in the selected chromosome to generate the mutant, as shown in Figure 5. The
mutation operation introduced diversity to the population of chromosomes

 

Figure 5. One-point mutation.

Step 4: Replace population and calculate fitness.

At this step, the current population could be abandoned, and the new population became the
current population. Similar to Step 2, each chromosome in the current population was used to initialize
the weighting matrices in a LSTM, and the training data was fed into the LSTM to yield the fitness
value of this chromosome.

6
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Step 5: Stop criterion

If the fitness value of the best chromosome did not improve for s continuous generations, then the
LSTM of the best chromosome was adopted, and the proposed method was terminated. Otherwise, go
to Step 3 to generate a new population. In this study, s was set to 50.

5. Experiment Settings

To evaluate the performance of the proposed method, a performance study was conducted on a
desktop computer with Intel Core2 Duo E7500@2.94 GHz CPU, 64-bit Windows 10 operating system
and 4 GB memory (RAM) using Python 3.6.6. The performance study used hourly electricity load
data obtained from the Australian Energy Market Operator, and hourly weather data of the Sydney
Observatory obtained from the Bureau of Meteorology (Australia). The timespan of the dataset was
from 1 January 2006 to 1 January 2011. The first three years of the dataset was used for training, and the
final year was used for testing purposes. The dataset was normalized before being used for training
and testing. Because the hourly electricity load patterns were quite different between the weekend and
weekday, this study focused only on weekday data.

Each record in the dataset contained the electricity load, dry bulb temperature, dew point
temperature, wet bulb temperature, and humidity for every hour within one day. Figure 6 shows that
the input of the LSTM network was a record (for day i), and the output was the hourly electricity load
part of the next record (for day i + 1). Thus, the LSTM network had 120 inputs and 24 outputs. The
parameter settings of the proposed method were as follows: The number of hidden layers in the LSTM
network = 50, the number of epochs for LSTM = 400, population size = 10, crossover ratio = 0.8, and
mutation ratio = 0.003.

Figure 6. Input and output of the Long Short-Term Memory network for Short-Term Load Forecasting.
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6. Experimental Results

In the experimental results, we compared the performance of the proposed method against the
LSTM. The forecast results for five randomly selected working days and one randomly selected week in
the testing data is plotted in Figure 7. The results showed that the prediction of the proposed methods
followed very close with the actual electricity load. LSTM also yielded good results, but it was less
stable and could sometimes incur large errors.

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 7. Forecast results for (a) 29 March 2010, Monday; (b) 8 June 2010, Tuesday; (c) 24 November
2010, Wednesday; (d) 2 September 2010, Thursday; (e) 3 September 2010, Friday; (f) the week from
22 March (Monday) to 26 March (Friday) 2010.

Table 1 compares the MAPE of the LSTM and our proposed method for the week of 15 to 19 March
2010. The proposed method consistently performed better than the LSTM and reduced the MAPE of
the LSTM by 5.38% to 53.33%. Table 2 compares the MAPE of the LSTM and our proposed method
for five randomly chosen days. Similar to Table 1, our proposed method consistently outperformed
the LSTM.

The one-year testing data contained 250 records (or weekdays). Figure 8 shows the daily MAPE
for the testing data, where the horizontal axis is time, and the vertical axis is MAPE. The results showed
that the proposed method consistently improved the LSTM. Descriptive statistics of the 250 daily

8
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MAPEs is shown in Table 3. The proposed method yielded a smaller mean and standard deviation
than the LSTM, indicating that the proposed method was more accurate and stable than the LSTM.

Table 1. MAPE of LSTM and proposed method for the week of 15 to 19 March 2010.

Day of the Week
Method

LSTM Proposed Method Improvement (%)

Mon. 2.94 1.96 33.33
Tue. 1.79 1.19 33.51
Wed. 1.80 0.84 53.33

Thurs. 1.62 1.19 26.54
Fri. 1.30 1.23 5.38

Table 2. MAPE of LSTM and proposed method for five randomly chosen days in the testing data.

Day
Method

LSTM Proposed Method Improvement (%)

13 Dec. Mon. 2.88 1.84 36.11
8 July. Tue. 4.08 0.87 78.67

17 Feb. Wed. 1.52 1.20 21.05
13 May. Thurs. 3.59 0.86 76.04

27 Aug. Fri. 4.17 1.07 74.34

 
Figure 8. Daily MAPE of the LSTM and the proposed methods for the 250 weekdays in the testing data.

Table 3. Statistics of the daily MAPE for the 250 weekdays in the testing data.

Method

LSTM Proposed Method

mean 4.8469 3.4889
stdev. 2.2116 2.1506
min 1.2258 0.7879
max 21.7188 19.8419

7. Conclusions

This study proposed a new method that integrated GA and the LSTM for STLF. Although the
traditional LSTM has a great learning capability for time series data, it sometimes suffers from the
poorly chosen values for its initialization parameters. The proposed method mitigated this problem by
applying GA to search suitable values for the initialization parameters of the LSTM. Our performance
study showed that the proposed method could effectively improve the prediction accuracy of the LSTM.

This study uses MAPE to measure the error between the predictions and the actual electricity
loads. This is based on the assumption that the damage or cost incurred by the error is linearly
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proportional to the magnitude of the error. However, there are situations that a large prediction error
causes a much larger cost or damage to the power companies. For those situations, mean squared
error or other more suitable measurements should be adopted, instead of using MAPE.

The electricity demand is easily influenced by many factors. In this study, the weather was used
to improve the prediction of the short-term electricity demand. Adding more related factors, e.g.,
economic conditions, could be of interest for further study. Other meta-heuristic searching techniques
and their impact on the execution time are also worthy of investigation for STLF.
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Abstract: An improved adaptive particle swarm algorithm with guiding strategy (GSAPSO) was
proposed, and it was applied to solve the reactive power optimization (RPO). Four kinds of particles
containing the main particles, double central particles, cooperative particles and chaos particles were
introduced into the population of the developed algorithm, which was to decrease the randomness
and promote search efficiency through guiding particle position updating. Moreover, the cluster
focus distance-changing rate was responsible for dynamically adjusting inertia weight. Then the
convergence rate and accuracy of this algorithm would be elevated by four functions, which would
test effectively the proposed. Finally, the optimized algorithm was verified on the RPO of the
IEEE 30-bus power system. The performance of PSO, Random weight particle swarm optimization
(WPSO) and Linearly decreasing weight of the particle swarm optimization algorithm (LDWPSO)
were identified as the referential information, the proposed GSAPSO was more efficient from the
comparison. Calculation results demonstrated that higher quality solutions were obtained and
convergence rate and accuracy was significantly higher with regard to the GSAPSO algorithm.

Keywords: particle swarm optimization; particle update mode; inertia weight; reactive power
optimization

1. Introduction

Reactive power optimization (RPO) has become more and more crucial as a segment of optimal
power flow calculation, with the rapid development of China’s power grid and the continuous
expansion of its scale. The RPO is equal to reasonably distributing reactive power generation for
minimizing the active power losses and maintaining all bus voltages within a reasonable range, while
satisfying some constraints [1–4]. The way to achieve the aforementioned aims depends on the capacity
of shunt capacitors, the output of generators and the adjustment of transformer tap positions [5–8].

Generally, the nonlinear characteristic is prominent in RPO and is composed of multivariate,
multi-constraint, discrete variables and continuous variables. A number of conventional optimization
methods or techniques, traditional linear programming (LP) [9], Newton method [10], quadratic
programming (QP) [11], and interior point method (IPM) [12], were put forward to deal with RPO.
However, due to discontinuity and multi-peak, these techniques did not handle well. In recent years,
some of the heuristic algorithms such as genetic algorithm (GA) [8,13], simulated annealing (SA) [14],
differential evolution (DE) [15,16], improved shuffled frog leaping algorithm (ISFLA) [17], gray wolf
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optimizer (GWO) [18], particle swarm optimization (PSO) [19–22] have been widely developed for
solving RPO, and have achieved good results. As a clustering intelligence algorithm, the PSO algorithm
simulates the behaviour of bird flock foraging, and achieves the goal of optimization through the
cooperation and competition among flock birds [23]. Compared to other heuristic techniques, the
PSO has a few adjustment parameters and a simple implementation. However, with the increase
of variables and more local optimum in the objective function, the PSO algorithm is susceptible to
prematurely converging and being put into local optimum. Many researchers have proposed and
published potential improvements to the PSO algorithm, which can improve the global and local search
ability and avoid the above phenomenon. Kannan et al. [24] proposed a solution for the capacitor
optimization configuration in radial distribution using Multi-Agent Particle Swarm Optimization.
Zad et al. [25] considered the reactive power control of distributed generations by implementing
PSO. Achayuthakan et al. [26] proposed a PSO for RPO achieving reactive power cost allocation.
Esmin et al. [22] presented a method to lessen power loss via a hybrid PSO with a mutation operator.
Differentially perturbed velocity was used to improve PSO for the ORPD problem of a power system
in [27]. Singh et al. [19] presented a new PSO for the scheme of optimal reactive power dispatch
(ORPD), where improvement was the introduction of an aging leader and challengers.

In this paper, an improved PSO based on a guiding strategy ws developed, which optimized the
particle update mode and the adjustment mechanism of inertia weight, which had no negligible impact
on the PSO algorithm. In addition, it was applied in order to solve the PRO in a power system and the
standard IEEE 30-bus power system was employed. The effectiveness of the GSAPSO was contrasted
to classical PSO, random weight PSO (WPSO) and linearly decreasing weight PSO (LDWPSO).

The structure of this paper is presented as follows: A brief description of PSO is brought out in
Section 2. Section 3 presents details of improved PSO. Section 4 provides referential methods to test
the three PSO algorithms and the comparison is discussed. Section 5 introduces the formulation of the
RPO problem, and the solution algorithms are outlined in Section 6. Section 7 exhibits the simulation
results showing the solution effectiveness. Conclusions are given in Section 8.

2. Original Particle Swarm Optimization (PSO)

PSO defines the variables in the solution space as particles without weight and volume. Each
particle has two important elements: Velocity and position. The velocity makes a dynamic adjustment
on the basis of the flight experience of individuals and groups. The position refers to a potential
solution, and the corresponding fitness value can be obtained to judge the quality of the position. Each
particle determines the velocity and direction of the flight according to its current location, the optimal
location of the individual and the group.

In the S-dimensional space, a randomly initialized population with m particles is generated.
The information for each particle i contains its position (Xi = [xi1, xi2, . . . , xis]) and velocity (Vi = [vi1,
vi2, . . . , vis]), the best value of position for particle i is referred to as Pi = [pi1, pi2, . . . , pis], whose fitness
value is expressed as ‘pbest’. Moreover, the best value of the position for the group is recorded as Pg =

[pg1, pg2, . . . , pgs], and its fitness value is expressed as ‘gbest’. In the searching procedure, the velocity
and position of each particle are constantly updated through Equations (1) and (2) respectively.

Vk+1
id = ωkVk

id + c1r1(Pk
id −Xk

id) + c2r2(Pk
gd −Xk

id) (1)

Xk+1
id = Xk

id + Vk+1
id (2)

where k is time of current iteration; r1 and r2 are random variables taken between 0 and 1; ωk is the
inertia weight at the kth iteration. c1 and c2 are acceleration coefficients. Pid

k is the best value of the
ith particle in d dimension. Pgd

k is the best value among the entire population. The velocity range of
the particles should be set in case the particle flies out of the search space too quickly and improve
optimization ability simultaneously.
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3. Adaptive Particle Swarm Algorithm with Guiding Strategy(GSAPSO)

In order to prevent blind search during the early stage and slow search speed as well as easily
trap in the local optimum in the later period, the GSAPSO was proposed. The GSAPSO was mainly
improved in two aspects, one was the mixed particles update mode, on the other hand, the inertia
weight was improved.

3.1. Strategy for Mixed Particles Update

The standard PSO algorithm initializes the population randomly and has strong randomness.
To get better performance in convergence, the particles were divided into four parts in this paper.
The first part was the main particles randomly generated in system. The second part consisted of
two kinds of central particles [28], which were the central particles produced by the first part and the
central particles formed by the individual optimal value of all the particles, respectively.

Usually, the optimal solution has a higher probability of appearing in the center position. Therefore,
the central particles are used to accelerate the convergence. In the whole search process, the properties
of them were the same as those of ordinary particles, except that they had no velocity characteristics.

In the searching process, the two particles with the worst fitness value in the main particles
were replaced by the double central particles, and then the particles were prone to fly towards better
searching areas.

The third part was cooperative particles. The idea was to make multiple independent particles
start from the global optimal position, first updated in one dimension, and then extra particles were
updated randomly in the D dimension. The cooperative particles were used to enhance the capability in
global search. The fourth part introduced chaotic particles, generated by logistic mapping. The chaotic
particles were used to search for sub-optimal solutions of particles in the region around the boundary.
The idea of updating the mixed particles was to exchange the good values obtained by the second,
third, and fourth parts with the poor values of the first part during each iteration, so that the whole
particles approached the best solution.

(1) The central particles were expressed as Equations (3) and (4).

xSCP = 1/n
n∑

i=1

xid (3)

xGCP = 1/n
n∑

i=1

Pid (4)

where n represents the quantity of main particles; xSCP and xGCP are the central particle produced
by the main particles and the individual optimal values, respectively.

(2) The cooperative particles update formula was as follows

xid = Pgd + rand× vec (5)

vec = Vimax × (1− α× exetime
gen

) (6)

where vec is a velocity variable whose value can be obtained according to Equation (6). The exetime,
gen represents the current number and the total number of iterations respectively. α is the update
coefficient. The rand is a random variable taken between 0 and 1 and obeys uniform distribution.

(3) The chaotic particles were determined as follows

{
k = 4× k× (1− k)
xid = ximin + k× (ximax − ximin)

(7)
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where ximax, ximin are the maximum and minimum of the coordinates. k is the chaotic factor.

The update of the first part of the main particles was obtained by Equations (1) and (2); the update
of the second part of central particles could be obtained by the Equations (3) and (4); and the third part
of cooperative particles update formula was shown by Equations (5) and (6). The fourth part of chaotic
particles could be updated by Equation (7).

3.2. Strategy for Inertia Weight

ωk controls the influence of speed in the kth iteration on the speed in the k + 1th iteration, and ω
of the standard PSO algorithm can be regarded as 1.0. The larger the inertia term value, the stronger
the global search ability. Conversely, the smaller the inertia term value, the stronger the local search
ability. Therefore, the size of ω could be dynamically adjusted according to different periods during
the iterative process to balance the ability of local and global explorations. In [29], the LDWPSO
was proposed, which linearly reduced the ω value during the iterative process. The principle of
the LDWPSO algorithm was that ω was larger for the global search in the initial iteration, while
the ω value in the later iteration was smaller, and it was easily put into the local optimum. In [30],
a dynamic adaptive nonlinear inertia weight was introduced into the PSO. The algorithm judged
the particle distribution of the population by the size of the focus distance-changing rate, and then
updated dynamically the nonlinear inertia weight according to different situations, which updated
the fitness of particles at a suitable speed, and had the capability of good global search ensuring the
convergence speed.

The adjustment strategy of inertia weight was to find the Euclidean spatial distance between
all particles and the historical optimal in the population. The distance represented the closeness of
the particles to the optimal position. The formulas of the average and maximum focus distance are
described as follows:

Distmean =

m∑
i=1

√
D∑

d=1
(Xid − Pgd)

2

m
(8)

Distmax = max
i=1,2,...n

(

√√√ D∑
d=1

(Xid − Pgd)
2) (9)

where m is the quantity of particles in the population. D is the quantity of dimensions of each particle.
Pgd is the best position of the population. Xid is the best position of the individual.

Then we could get the current focus distance-changing rate of the particle:

k =
Distmax −Distmean

Distmax
(10)

In the iterative process, the inertia weight was adjusted by the focus distance changing rate,
thereby adjusting the ability of the global and the local search. The inertia weight update in [30]
was not ideal. After continuous experiment, it was found that the convergence of the algorithm was
excellent when the variation curve of the inertia weight with k showed a downward convex trend.
Therefore, the Formula (11) was adapted to calculate ω.

ω =

{
ln(a− k) + b k ≥ 0.05
0.75 + rand/4 k < 0.05

(11)

where the rand was a random variable taken between 0 and 1 and obeyed uniform distribution.
Compared with the linear decreasing weight method, this selection strategy could better adapt to
the complex actual environment, adjust the ability of global and local search more flexibly, and the
diversity of the population could be preserved simultaneously.
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4. Experiment

4.1. Experimental Setup

In this section, the comparison of optimized algorithm and WPSO and LDWPSO was carried out
by means of classical Benchmark functions consisting of the Sphere function, Rosenbrock function,
Rastrigin function and Griewank function, which the performance test generally used. The details of
four functions are presented as Figure 1:

(1) Sphere Function

The Sphere function is nonlinear and symmetric, it has a single-peak, which can be separated
with different dimensions. It is used to test the optimization precision.

(2) Rosenbrock Function

The Rosenbrock function is a typical ill-conditioned function that is difficult to minimize. Since
this function provides little information for the search, it is difficult to identify the search direction,
and the chance of finding the global optimal solution is low. Therefore, it is often used to evaluate
the execution performance.

(3) Rastrigin Function

The Rastrigin function is a complex multi-peaks function, with large quantity of local optima.
It is prone to making the algorithm put local optimum, which will prematurely converge and not
get the global optimal solution.

(4) Griewank Function

The Griewank function is also a complex multi-peaks function with a large quantity of
local minimum.

 

(a) (b) 

 

(c) (d) 

Figure 1. Three-dimensional map of the four functions: (a) Sphere function; (b) Rosenbrock function;
(c) Rastrigin function; (d) Griewank function.
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4.2. Parameter Settings

For the four functions, the optimal objective values were all zero. The maximum number of
iterations in the first and fourth functions was set to 1000, and that was 2000 in the second and third
functions. The population size was 60, the main particle accounted for 70%, including two central
particles, the cooperative particles accounted for 20%, and the chaotic particles accounted for 10%.
Learning factor c1 = c2 = 2, inertia weight in LDWPSO algorithm was ωmax = 0.9, ωmin = 0.3. Each
function used each algorithm to run 10 times independently. Table 1 shows the relevant information of
four functions.

Table 1. Related information of four functions.

Function Function Expression Dimension Range

Sphere f1 =
n∑

i=1
x2

i 30 [−100, 100]n

Rosenbrock f2 =
n−1∑
i=1

[
100(xi+1 − x2

i )
2
+ (xi − 1)2

]
10 [−30, 30]n

Rastrigin f3 =
n∑

i=1

[
x2

i − 10 cos(2πxi) + 10
]

10 [−5.12, 5.12]n

Griewank f4 = 1
4000

n∑
i=1

x2
i −

n∏
i=1

cos( xi√
i
) + 1 30 [−600, 600]n

4.3. Analysis of Test Results

For LDWPSO, WPSO and the GSAPSO algorithms, the convergence accuracy and speed of the
algorithms were analyzed respectively. The statistical results of the experiment are shown in Tables 2
and 3.

Table 2. Convergence accuracy of GSAPSO, LDWPSO, WPSO algorithms.

Functions
GSAPSO LDWPSO WPSO

BEST WORST MEAN BEST WORST MEAN BEST WORST MEAN

Sphere 9.38 × 10−27 2.81 × 10−22 4.86 × 10−23 7.27 × 10−13 1.85 × 10−11 9.53 × 10−12 1.01 × 10−4 1.36 × 10−2 2.73 × 10−3

Rosenbrock 1.25 × 10−4 2.29 1.31 0.0837 5.795 2.975 1.81 10.187 4
Rastrigin 0 0 0 0 2.985 1.393 0 3.98 1.89
Griewank 0 0.0465 9.33 × 10−3 7.7 × 10−13 0.032 0.0133 6.49 × 10−4 0.0623 0.0222

Table 3. Convergence speed of GSAPSO, LDWPSO and WPSO algorithms.

Functions
GSAPSO LDWPSO WPSO

AT BT SR AT BT SR AT BT SR

Sphere 148 119 100% 644 623 100% 685 571 90%
Rosenbrock 1626 118 20% 2000 1090 - 2000 1944 -

Rastrigin 126 84 100% 1762 1081 20% 1704 513 20%
Griewank 321 125 80% 790 622 60% 871 620 40%

(1) Algorithm convergence accuracy analysis

According to the parameter setting in Section 4.2, the convergence precision of the three PSO
algorithms was counted in the same conditions. The best value (BEST), the mean value (MEAN), and
the worst value (WORST) of the objective function in ten iterations could characterize the performance
of each algorithm. From Table 2, it demonstrated that the GSAPSO was superior to the others for the
BEST, the MEAN, and the WORST. Moreover, the three types of values of GSAPSO algorithm were
not much different, which indicated that the GSAPSO had better stability. The results of the Sphere
function reflected the GSAPSO algorithm was much faster than the LDWPSO and WPSO algorithms to
obtain the optimal value. The Rosenbrock function was more complex, and the optimization result not
only reflected the convergence speed of the algorithm, but reflected the ability of jumping out local
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optimum. Therefore, it could be seen that the GSAPSO had a higher convergence accuracy than the
others. For Rastrigin and Griewank functions, the GSAPSO could accurately find the optimal value,
while the other two algorithms could not get the optimal value for the Griewank function.

(2) Analysis of algorithm convergence speed

According to the parameter setting in Section 4.2, the convergence speed of the three algorithms
was counted in the same conditions. The average of iterations (AT), the minimum iterations (BT) and
the ratio of the number for satisfying the convergence criteria to the total number of experiments
(SR) were calculated when each algorithm converged to 10−2 in 10 iterations. Table 3 shows that the
values of AT and BT of the GSAPSO significantly decreased compared to the LDWPSO and WPSO, and
the average time required was less for the GSAPSO. It demonstrated that the GSAPSO had a higher
computational efficiency. In short, the GSAPSO had superiority in the success rate and computational
efficiency compared with the other two algorithms.

The average adaptation curves of the four standard test functions using the three PSO algorithms
are shown in Figure 2.

 

(a) (b) 

 

(c) (d) 

Figure 2. Function fitness curve: (a) Sphere fitness curve; (b) Rosenbrock fitness curve; (c) Rastrigin
fitness curve; (d) Griewank fitness curve.

From Figure 2, it shows that the GSAPSO algorithm had greatly improved on convergence
accuracy and convergence time compared to the LDWPSO and WPSO algorithms, which increased the
chance of finding the optimal value for the actual optimization problem.
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5. Problem Formulations

5.1. Objective Functions

Minimizing the active power losses and maintaining voltage stability are the purposes of the RPO
to power system. The bus voltage and the reactive power of the generators both had a certain range of
limits, which also would have had an impact on the results at the same time, so the two state variables
were added to the objective function as quadratic penalty terms. The RPO problem was formulated as:

min f = minPloss =
∑

i, j∈NB

gij(U2
i + U2

j − 2UiUj cosθi j) + λ1

NPQ∑
i=1

(
Ui−Ui lim

Ui max−Ui min
)

2

+ λ2

NPV∑
i=1

(
QGi−QGi,lim

QGi,max−QGi,min
)

2

(12)

where Ui is the voltage magnitude at bus i. NB, NPQ, NPV are the total of buses, the set of PQ buses
and the set of PV buses respectively. λ1, λ2 are the penalty terms, which are assigned according to
respective importance of variables. In this paper, it was assumed λ1 = 100, λ2 = 10. gij, θij were the
mutual conductance and voltage angle difference between bus i and j. Uilim, QGi,lim in Equation (12)
was defined as follows:

Uilim =

{
Uimax, Ui > Uimax

Uimin, Ui < Uimin
(13)

QGi,lim =

{
QGi,max, QGi > QGi,max

QGi,min, QGi < QGi,min
(14)

5.2. Constraints

The constraints were segmented into two parts, which are described as follows:
Equality constraints:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Pi = Ui

NB∑
j=1

Uj(Gij cosθi j + Bij sinθi j) i ∈ NPV, NPQ

Qi = Ui

NB∑
j=1

Uj(Gij sinθi j − Bij cosθi j) i ∈ NPQ

(15)

Inequality constraints (control variables):

⎧⎪⎪⎪⎨⎪⎪⎪⎩
UGi,min ≤ UGi ≤ UGi,max, i ∈ NG
QCi,min ≤ QCi ≤ QCi,max, i ∈ NC
Tk,min ≤ Tk ≤ Tk,max, k ∈ NT

(16)

where NG, NC, NT are the quantity of generators, capacitor banks and transformers respectively. UGi is
the voltage magnitude at generator bus i. QCi is the compensation capacity of ith shunt capacitor; Tk is
the tap position of kth transformer.

The inequality constraints on state variables were as follows:

{
Ui,min ≤ Ui ≤ Ui,max i ∈ NPQ
QGi,min ≤ QGi ≤ QGi,max i ∈ NG

(17)

where QGi is the reactive power of ith generator; Uimin, Uimax, QGi,min, QGi,max are the minimum and
maximum of the corresponding variables respectively.
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6. GSAPSO Algorithm for RPO

6.1. Treatment of Control Variables

The voltage of the generator is a continuous variable, the transformer tap position and the capacity
of capacitor banks are discrete variables. Continuous variables were encoded in real numbers, and
integers were applied to encode discrete variables in this paper.

X = [UG; T; C] = [UG1, · · ·, UGi, · · ·UGN; T1, · · ·, Ti, · · ·TM; C1, · · ·, Ci, · · ·CK] (18)

where X is individual position of particles; UGi is the voltage magnitude of the ith generator. Ti is the tap
ratio of ith transformer. Ci is the capacity of ith capacitor banks. The subscripts N, M, and K represent
the quantity of generator buses, adjustable transformers, and compensation buses, respectively.

6.2. Treatment of Discrete Variables

This study uses the rounding method to process discrete variables. Their formulas are:

Ti = round(rand× stepT) × Tstep + Tmin

QC,i = round(rand× stepQC) ×QC,step + QC,min
(19)

where round(·) is the rounding function; stepT, stepQC are the value of tap positions and capacitor banks,
respectively; Tstep, QC,step are the step size of adjustable transformers and capacitor banks, respectively.

6.3. GSAPSO Algorithm for RPO

Step 1: Initialize parameters (including population size, learning factor, inertia weight range and
initial value, the maximum number of iterations, the particle velocity range, control variables and its
adjustment range).

Step 2: Divide the population into four parts, and initialize the position and velocity for all
the particles.

Step 3: Initialize the power flow calculation parameters and calculate the fitness value of each
particle based on the fitness function (Equation (12)), and then update the optimal value of the
individual and population.

Step 4: If the better particles appear (for the central particles in the second part or the chaotic
particles in the fourth part), replace the poor particles in the first part with them, and update the particles.

Step 5: Update the value of inertia weight using Equations (6) to (9).
Step 6: Update the position and velocity of four part particles for the next generation, according

to Equations (1) to (5).
Step 7: Calculate the fitness value of particles, and update the best position of the individual

and population.
Step 8: If one of the stopping criteria (maximum iterations or fitness accuracy) is satisfied, the

search procedure is stopped, else go to Step 4.

7. Simulation

The simulation experiment using standard IEEE 30 bus power system was performed to validate
the GSAPSO. Detailed parameters of the system can be found in the literature [31]. The topological
structure of it is shown in Figure 3, which consists of six generator buses and four transformers. To the
nature of buses, bus 1 was balanced bus, bus 2, 5, 8, 11 and 13 were PV buses, and the other buses were
PQ buses. Twelve control variables were involved in optimal reactive power compensation, including
six generator voltages, four tap changing transformers, and two shunt compensation capacitor banks.
The four branches (6–9, 6–10, 4–12 and 27–28) had transformers with tap changing. In addition, the
installation location of shunt compensation capacitor banks were generally ensured at buses 10 and
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24 [31]. The reference capacity of the whole power system was 100 MVA and the control variable were
set as shown in Table 4.
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Figure 3. IEEE 30 bus power system.

Table 4. Control variable setting.

Variables Minimum (p.u.) Maximum (p.u.) Step

UG 0.9 1.1 -
UPQ 0.95 1.05 -

T 0.9 1.1 0.025
C10 0 0.05 0.2
C24 0 0.02 0.2

The number of iterations during the calculation period was 100; the other parameter settings were
the same with those stated in Section 4.2. Under the initial conditions, the generator voltage and the
transformer ratio were both set to 1.0 p.u. When the compensation capacitor capacity was 0 Mvar, the
initial network loss was 8.421 MW through the power flow calculation.

For evaluating the performance of GSAPSO for reactive power compensation effectively, the
results were compared with PSO, LDWPSO and WPSO. 10 independent trails were carried out and
the convergence accuracy took 10−4. The optimal values, the worst values and the average values of
various algorithms were compared. The results are presented in Table 5.

Table 5. The results with four algorithms.

Optimization Results PSO LDWPSO WPSO GSAPSO

The optimal value/MW 6.9516 6.824 6.8242 6.8239
The worst value/MW 7.2262 6.8667 6.8614 6.8699

The average value/MW 7.046 6.8342 6.8354 6.8336
The variance 7.034 × 10−3 1.31 × 10−4 1.21 × 10−4 1.17 × 10−4

Iterations of the optimal solution 99 92 77 45
Average iterations 67.3 86.8 67.2 64.6
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From Table 5, the minimum network loss after the reactive power optimization calculated by the
GSAPSO algorithm was 6.8239 MW, the average network loss was 6.8336 MW, the number of optimal
solution iterations was 45 and the average number of iterations was 64.6. It demonstrated that the
performance of GSAPSO was better than the PSO, LDWPSO and WPSO algorithms. By comparing the
variances, we could see that the GSAPSO had a better convergence stability and robustness.

The GSAPSO considered the effective information provided by multiple particles in the
optimization process. However, the other three algorithms only considered the role of the optimal
individual in the later iteration, so that the algorithms converged slowly near the optimal value.
GSAPSO increased the diversity of the population through double central particles, chaotic particles
and synergistic particles and jumped out the local optimum value, which enhanced the global
optimization ability.

Table 6 presents the details of control variables after optimization. GSAPSO obtaind the minimum
power losses and 18.966% loss reduction, which was better than the other algorithms.

Table 6. The optimized control variables with four optimization algorithms.

Parameters PSO LDWPSO WPSO GSAPSO

U1 1.0678 1.0686 1.0686 1.0687
U2 1.0453 1.0506 1.0506 1.0506
U5 1.0227 1.0267 1.0267 1.0267
U8 1.0409 1.0381 1.0381 1.0381

U11 1.0026 1.0337 1.0099 1.0363
U13 1.0656 1.0749 1.075 1.0749
C1 40 30 40 30
C2 10 10 10 10
T1 1.025 1.1 1.025 1.05
T2 1.05 0.9 1 0.95
T3 0.975 1 1 1
T4 0.975 0.975 0.975 0.975

Ploss/MW 6.9516 6.824 6.8242 6.8239
Psave/% 17.449 18.964 18.962 18.966

Figure 4 shows the convergence curve of the average fitness value using different algorithms.
From Figure 4, it was revealed that GSAPSO performed excellently compared to the other algorithms
for the RPO problem. The GSAPSO took around 45 iterations to converge, whereas WPSO, LDWPSO
took around 55 iterations and 75 iterations, respectively. The PSO could not converge even after 100
iterations. The voltage magnitudes of buses before and after reactive power optimization are presented
in Figure 5.

Figure 4. Convergence curves of average fitness using different algorithms.
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Figure 5. The bus voltage before and after optimization.

We can see that the bus voltage magnitudes after reactive power optimization were significantly
higher than before optimization. Moreover, they are more stable, the minimum value is 1.0091 p.u.
and all values are within the limited range.

8. Conclusions

This paper has presented the GSAPSO, which was proposed by improving the particle update
modes and the inertia weight of the algorithm in the iterative process, through which the accuracy and
ability of global convergence were effectively improved. The simulation experiments were conducted
on four benchmark functions, which validly tested the improved PSO. The salient feature of the
improved was that GSAPSO had an obviously higher convergence rate, convergence accuracy and
success rate than LDWPSO and WPSO. Then the GSAPSO algorithm was applied for RPO problem on
the IEEE30 bus system. The simulation results revealed that the optimal loss reduction rate could reach
18.966%, the optimal solution iteration number was 45 times, which had great improvement compared
with 64.6 times, the average iteration number in others algorithms. Moreover, the minimum of bus
voltage was 1.0091 p.u. and whole bus voltages were more stable. The proposed GSAPSO algorithm
obtained lesser power losses and a more stable voltage compared to the others. The simulation results
demonstrated that the GSAPSO had an excellent performance for solving the RPO problems.
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Abstract: This paper presents the optimization of fuel cost, emission of NOX, COX, and SOX gases
caused by the generators in a thermal power plant using penalty factor approach. Practical constraints
such as generator limits and power balance were considered. Two contemporary metaheuristic
techniques, particle swarm optimization (PSO) and genetic algorithm (GA), have were simultaneously
implemented for combined economic emission dispatch (CEED) of an independent power plant
(IPP) situated in Pakistan for different load demands. The results are of great significance as the real
data of an IPP is used and imply that the performance of PSO is better than that of GA in case of
CEED for finding the optimal solution concerning fuel cost, emission, convergence characteristics,
and computational time. The novelty of this work is the parallel implementation of PSO and GA
techniques in MATLAB environment employed for the same systems. They were then compared in
terms of convergence characteristics using 3D plots corresponding to fuel cost and gas emissions.
These results are further validated by comparing the performance of both algorithms for CEED on
IEEE 30 bus test bed.

Keywords: economic load dispatch; emission dispatch; combined economic emission/environmental
dispatch; particle swarm optimization; genetic algorithm; penalty factor approach

1. Introduction

The primary objective of an independent electric power producer is to generate electricity at
the minimum possible cost. The most expensive commodity in a thermal power plant is the fuel
used for the generators to produce electricity. Hence, the focus is on minimizing the production
cost; which can be achieved by dispatching the committed generators in the most economical way
possible without violating the generators and system electrical constraints and ratings. Moreover,
environmental regulatory authorities also impose certain limits on all gas emission sources because
of the alarming situation of pollution in the past few decades of many regions around the world [1].
Therefore, a simultaneous minimization of both fuel cost and emission is the obvious way to address
those challenges; hence, the idea of a combined economic emission dispatch (CEED) emerged.

Energies 2019, 12, 2037; doi:10.3390/en12112037 www.mdpi.com/journal/energies26
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Combined dispatch is an efficient and economical solution for decreasing both fuel cost and
emission in a thermal power plant without the need to modify the existing system. The simulation gives
flexibility to the operator to set the output of generators to achieve a fuel cost benefit for the company
and emission allowed by the environmental regulatory authorities. There are many optimization
techniques being employed to solve multiobjective problems like CEED. Conventional methods are
based on mathematical iterative search which are accurate but time consuming. The nonconventional
methods are naturally inspired and give better, if not the best, solution in lesser time as compared to
conventional methods. From these artificial-intelligence-based methods, a process of hybridization
is going on to accumulate the qualities of individual methods into their hybrids counterparts. This
categorization is shown in Figure 1 [2].

 

Figure 1. Optimization methods. 1 Differential Evolution-Biogeography Based Optimization. 2 Particle
Swarm Optimization-Genetic Algorithm.

Many modern artificial intelligence (AI) techniques based on the theory of Darwinian evolution
of biological organisms, e.g., genetic algorithm (GA), and social behaviors of species, e.g., particle
swarm optimization (PSO), have been invented. They have been very successful concerning results
and regarding dealing with the complexities occurred in formulating such problems. Particle swarm
optimization and genetic algorithm are the two leading methods from AI area and are being exploited
widely in every discipline including power systems [3–6]. Their hybrid versions are also reported in
the literature [7–9], where qualities of both are combined to solve a particular problem. They have
also been employed individually on other problems [10,11] where PSO was found to have better
performance than that of GA.

In recently reported literature, E. Gonçalves et al. solved nonsmooth CEED using a deterministic
approach with improved performance and Pareto curves [1]. They included valve point loading
effect but the same approach has to be extended considering other constraints like network losses
and prohibited operating zones. H. Liang et al. tackled the multiobjective combined dispatch by
developing a hybrid and improved version of bat algorithm [12] and implemented on large scale
systems considering power flow constraints. The conducted dispatch was static based on conventional
energy resources. B. Lokeshgupta et al. proposed a combined model of multiobjective dynamic
economic and emission dispatch (MODEED) and demand side management (DSM) technique using
multiobjective particle swarm optimization (MOPSO) algorithm and validated their results via three
different cases studied on a six unit test system [13] and can be extended towards distributed generation
in microgrids.
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In reported literature [14–16], in most cases, only one technique has been used to solve CEED
on IEEE test cases, and their results have been compared with previous work. In Table 1, the survey
of [17] is summarized to conclude that GA is better for low-power systems while PSO outperforms
in the case of high-power systems. However, what happens when these two leading metaheuristic
techniques are employed together to the same system? This work deals with this novel idea, hence,
both PSO and GA will be implemented individually on CEED of an independent power plant (IPP)
situated in Pakistan considering all gases (NOX, COX, and SOX) for various load demands. The results
will be of great importance as the data of an actual IPP will be utilized and they will also grade the
performance of PSO and GA for CEED of an IPP. In order to validate the results, a conventional IEEE 30
bus system is also considered. This work will contribute the results of combined dispatch of fuel and
gas emissions (economic and environmental aspects, respectively) carried out on a power plant with
two leading algorithms (PSO and GA) using MATLAB and then comparing their performance in terms
of better solution, convergence characteristics (3D plots), and computation time. The implementation,
comparison, and convergence characteristics of PSO and GA employed for the same systems are the
main contribution of this work to the field. These characteristics were compared with each other with
3D plots to analyze the better solution yielded by the two algorithms applied for CEED of the same
systems in MATLAB environment.

Table 1. Best optimization methods employed in different systems with regard to cost, emission,
and time

No. System Cost-effective Emission-effective Time-effective

1.
1 power unit, 2
cogeneration units, and
1 heat unit

Harmony search and
genetic algorithm
(HSGA)

X Cuckoo search
algorithm (CSA)

Nondominated sorting
genetic algorithm
(NSGA-II)

Nondominated sorting
genetic algorithm
(NSGA-II)

Nondominated sorting
genetic algorithm
(NSGA-II)

2. 1 power unit, 3
cogeneration units, and
1 heat unit

HSGA X Gravitational search
algorithm (GSA)

3.
4 thermal generators,
2 cogeneration units, and
1 heat unit

GSA X Effective cuckoo search
algorithm (ECSA)

Grey wolf optimization
(GWO)

GWO GWO

4. 13 power units, 6
cogeneration units, and
7 heat units

Exchange market
algorithm (EMA)

X Modified particle
swarm optimization
(MPSO)

5. 26 power units,
12 cogeneration units,
and 10 heat units

MPSO X MPSO

2. Problem Formulation

CEED comprises two objective functions (cost and emission) that are to be minimized. The fuel
cost and emission of a generator can be represented as a quadratic function of the generator’s real
power [18]. Hence, for N running generators in a plant, the total fuel cost (FC) and emission of a single
gas (Eg), respectively, are given in Equations (1) and (2).

FC =
N∑

i=1

Fi(Pi) =
N∑

i=1

(
aiP2

i + biPi + ci
)

(1)

Eg =
N∑

i=1

Ei(Pi) =
N∑

i=1

(
αiP2

i + βiPi + γi
)

(2)
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where ai, bi, and ci are cost coefficients; αi, βi, and γi are emission coefficients of unit i out of N generators.
They are computed by the following:

• Getting the heat rate curves and emission reports of operational generators from the plant.
• Then, calculating and arranging their fuel costs and emissions corresponding to their active

powers in tabular form.
• Applying the quadratic curve fitting technique on these data points to get cost and

emission coefficients.

This multiobjective optimization problem is converted to a single objective function of total cost
(TC) by imposing a penalty (hg) on the emission of G gases to convert them into emission cost (EC).

TC = FC + EC = FC +
G∑

g=1

hg × Eg (3)

There are different types of penalty factors; their benefits and drawbacks are thoroughly discussed
in [19]. The min–max penalty factor of Equation (4) is used in this work because of its superiority
reported in [19] over the others.

hi =
Fi(Pi,min)

Ei(Pi,max)
=

aiP2
i,min + biPi,min + ci

αiP2
i,max + βiPi,max + γi

(4)

where hi for each generator for every gas is calculated and all are sorted in ascending order, then
starting from the smallest hi, Pi,max of corresponding generator is added until

∑
Pi,max ≥ PD, the hi at

this stage is selected as penalty factor hg of that gas for the given load demand.
For achieving this optimization, the N generators will be dispatched with various combinations

of output powers but each combination must conform to two mandatory constraints. First of all, no
unit should violate its limits for producing output power (Pi), and secondly the total generation (PG)
should meet the load demand (PD) and transmission line losses (PL) [18].

Pi,min ≤ Pi ≤ Pi,max (5)

PG =
N∑

i=1

Pi = PD + PL (6)

The generator limits constraint is satisfied by initializing each unit’s power within prescribed
limits and then constantly checking the violation. If a unit crosses its limit, then its output is set to that
limit. The second power balance constraint is accounted for by letting algorithm to find optimal powers
for N − 1 generators and setting the power (PN) of last generator N also called slack generator to:

PN = (PD + PL) −
N−1∑
i=1

Pi (7)

If losses are ignored, then the power of slack generator will reduce to:

PN = PD −
N−1∑
i=1

Pi (8)

3. Implementation of PSO to CEED

J. Kennedy and R. Eberhart proposed this method in 1995 after observing and modeling the
social interaction within bird flocks and fish schools for searching food [20]. The particles in such
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swarms move to attain optimal objective (food) based on their personal (pbest) and swarm’s (gbest)
best experiences. Each particle is a valid solution to the problem, and hence, its dimension is that of
problem space. The position of each particle keeps on updating by its current velocity, particle’s best
position, and swarm’s best position until the optimal solution is discovered. The velocity and position
of the particle is given by Equations (9) and (10).

vk+1
j = μkvk

j + c1r1
(
pbestj − xk

j

)
+ c2r2

(
gbest− xk

j

)
(9)

xk+1
j = xk

j + vk+1
j (10)

where j is particle counter, k is iteration counter, c1 and c2 are acceleration coefficients, r1 and r2

are random numbers in the range of 0–1, pbestj is the best position of particle based on its personal
knowledge, gbest is the best position of particle based on group knowledge, and μ is the inertia weight
given by Equation (11).

μk = μmax −
(μmax − μmin

itermax

)
k (11)

The performance of classical PSO has been made a lot better by working on its various parameters
and by using different search strategies for updating the particle’s position [18]. Hence, different
variants of PSO has been introduced, such as WIPSO and TVAC-PSO, in which inertia weight μ is
improved and acceleration coefficients c1 and c2 are timely varied [21], MRPSO [22] in which particle’s
position is changed by using moderate random and chaotic search techniques, respectively. It has been
observed that the most straightforward and efficient way of making classical PSO more effective is
to use the constriction factor approach (CFA) [23], in which particle’s velocity (9) is multiplied by a
parameter called constriction factor (CF) given by Equation (12).

CF =
2∣∣∣2−ϕ− √
ϕ2 − 4ϕ

∣∣∣ (12)

where ϕ = c1 + c2 and ϕ > 4. The PSO algorithm for CEED, with corresponding flowchart in Figure 2,
is implemented in the following steps:

1. Input values of fuel coefficients, generators limits, emission coefficients, load demand, maximum
iterations, number of particles, acceleration coefficients, and inertia weight’s maxima-minima.

2. Randomly initialize power outputs (position) of N − 1 generators within their limits and change
in these powers (velocity) for all particles.

3. Calculate the power of slack generator from Equation (8) to meet the power balance condition of
Equation (6). PN should also be within its unit’s limits. If any unit out of N surpasses its boundary
at any stage throughout the algorithm, it is set to the limit which it has broken.

4. Initialize pbest and gbest to infinity and find penalty factors of all considered gases.
5. Find fuel cost FC, emission of gases Eg, emission cost EC with total cost TC for all particles from

Equations (1)–(3), respectively.
6. Update pbest of each particle with its total cost if former is greater than latter. The minimum pbest

out of all particles is stored as gbest if its present value is smaller than its previous value. The
generators’ powers corresponding to pbest and gbest are stored in separate matrices and are also
modified on every update.

7. Calculate inertia weight from Equation (11), find new velocities and positions of N-1 generators
for all particles form Equations (9) and (10), and keep them within units’ limits in case of violation.

8. For slack generator N, calculate its power from Equation (8) and this should also be in limits.
If violation is done, set this power to the limit crossed and start changing the output from first
generator until Equations (5) and (6) are satisfied.

9. If algorithm is converged, continue to next step, go to step 5 otherwise.
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10. Print neatly the results of optimal solution (gbest) including powers of all generators, line losses,
fuel cost, emission of gases, penalty factors, emission cost, and total cost for the given load demand.

4. Implementation of GA to CEED

D.E. Goldberg gave the basic theory for design and analysis of genetic algorithms based on the
concept of biological evolution in 1988–1989 [24], and later, J.H. Holland established it systematically
as a fact. In genetic algorithms, the problem variables (output powers) are coded into binary strings.
Each string is a valid solution to the problem and hence its length should be comparable to the problem
space (number of generators N). The bits reserved logically for single generator’s power (genbits) in a
string is given in Equation (13).

2genbits ≥Max[P1,max, PN,max] (13)

The length of the binary string (strlen) will be N × genbits. Each individual (string) has a fitness
value in the range 0–1 which basically relates that individual to the one having maximum fitness in
that population. The fitness function should be linked to the objective under discussion contrary to the
constraints of the objective function which should be dealt by external checks. Considering this fact
and the remarkable communication within the group by PSO parameters pbest and gbest, a new fitness
function different from the one reported in [3] and [5] for jth individual out of P individuals is given
by (14).

f itj = 1−
( pbestj − gbest

Max[pbest1, pbestP] − gbest

)
(14)

The initial population is randomly generated, keeping in view the generators’ limits but the next
generations are produced by selection, crossover, and mutation performed on the present one (powers
corresponding to pbest). Selection is basically making a mating pool of fitter strings from present
population based on the natural principle of “survival of the fittest.” It is usually done by the concept
of roulette-wheel. No new string is formed in selection phase. The greater the fitness of a string, the
greater portion of the wheel’s circumference it will occupy and the greater chance it will get to copy
into mating pool. The wheel is spun P times to select a population of good parents for producing off
springs by crossover and mutation.

Crossover is performed on two parents of selected population to produce two off springs. There
are three types of crossover: one point, multi-point, and uniform, explained in Table 2.

Table 2. The types of crossover.

Item One Point Multipoint Uniform

Parent 1 000 00000 00 00 00 00 00 00 00 00
Parent 2 111 11111 11 11 11 11 11 11 11 11

Site/Mask 3 2, 4, 6 01 01 10 10
Child 1 000 11111 00 11 00 11 01 01 10 10
Child 2 111 00000 11 00 11 00 10 10 01 01

Crossover site is selected randomly and the probability of crossover (pc) is usually taken higher.
In this work, one point crossover is performed on selected strings of mating pool. Finally, mutation
is performed on the children produced after crossover which is just flipping of the child’s bit at
mutation site selected randomly. Its probability (pm) is usually taken lower, e.g., if child is (11 11 11 11)
and mutation site is 4, then the mutated child will be (11 10 11 11). This journey of producing next
generations continues until the optimum solution is found.

The GA algorithm for CEED, with corresponding flowchart in Figure 3, is implemented in the
following steps:

1. Input values of fuel coefficients, generators limits, emission coefficients, load demand, maximum
iterations, number of individuals, genbits from Equation (13), strlen, pc, and pm.
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2. Randomly initialize power outputs of N−1 generators within their limits for all individuals.
3. Calculate the power of slack generator from Equation (8) to meet power balance condition of

Equation (6). PN should also be within its unit’s limits. If any unit out of N surpasses its boundary
at any stage throughout the algorithm, it is set to the limit which it has broken.

4. Initialize pbest and gbest to infinity and find penalty factors of all considered gases.
5. Find fuel cost FC, emission of gases Eg, emission cost EC with total cost TC for all particles from

Equations (1)–(3), respectively.
6. Update pbest of each individual with its total cost if former is greater than latter. The minimum

pbest out of all particles is stored as gbest if its present value is smaller than its previous value.
The generators’ powers corresponding to pbest and gbest are stored in separate matrices and are
also modified on every update.

7. Calculate fitness function for all individuals from Equation (14). Code the output powers to
binary strings, perform the three genetic operators (selection, crossover, and mutation), and again
decode them to output powers.

8. Keep all outputs within units’ limits in case of violation. For slack generator N, calculate its power
from Equation (8), and this should also be in limits. If violation is done, set this power to the limit
crossed and start changing the output from first generator until Equations (5) and (6) are satisfied.

9. If algorithm is converged, continue to next step, go to step 5 otherwise.
10. Print neatly the results of optimal solution (gbest) including powers of all generators, line losses,

fuel cost, emission of gases, penalty factors, emission cost, and total cost for the given load demand.

5. Simulation Results

Combined economic emission dispatch using PSO and GA for 500 iterations were implemented
on MATLAB on six generators of IEEE 30 bus system and eight committed units (gas turbines) of an
IPP in Pakistan for load demands of 1500 and 2000 MW, and 500 and 700 MW, respectively. The initial
parameters set in both algorithms were:

PSO: Particles = 10, μmax = 0.9, μmin = 0.4, c1 = 2.05, c2 = 2.05, ϕ = 4.1, and CF = 0.7298
GA: Individuals = 10, pc = 0.96, and pm = 0.033

The solutions with average operating time (t) were selected out of 50 trials for comparison between
PSO and GA.

5.1. IEEE 30 Bus System

The data for fuel cost and emission coefficients were taken from [5]. Transmission line losses were
not accounted for while all three gases (NOX, COX, and SOX) were considered; their penalty factors
were calculated using Equation (4) and the procedure following this equation, for load demands of
1500 and 2000 MW given as:

PD = 1500 MW: hNOX = 3.1669, hCOX = 0.1221, and hSOX = 0.9182
PD = 2000 MW: hNOX = 5.7107, hCOX = 0.1307, and hSOX = 0.9850

The results are summarized in Table 3 (all powers are in MW, emissions in kg/h, costs in $/h, and
time in seconds) while the convergence characteristics of both algorithms, with respect to both objectives
(fuel cost and emission) for PD = 1500 MW and PD = 2000 MW, are shown in Figures 4 and 5, respectively.
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Figure 2. Implementation of combined economic emission dispatch (CEED) using particle swarm
optimization (PSO) algorithm.
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Figure 3. Implementation of CEED using genetic algorithm (GA) algorithm.
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Figure 5. The convergence characteristics of PSO and GA with regard to fuel cost and emission for
IEEE 30 bus system with PD = 2000 MW.

5.2. Pakistani IPP

This thermal power plant comprises of 15 generating units out of which 10 are multi-fuel-fired gas
turbines and remaining five are steam turbines with an overall capacity of 1600 MW. The combined
dispatch was performed on eight gas turbines as the remaining two are uneconomical and mostly
turned off. Steam turbines take exhaust of gas turbines to operate, hence they were not considered as
they do not take any direct fuel.

The data calculated and used for the dispatch of all units is given in Appendix A. Transmission
line losses were ignored because IPP’s main concern is generation capacity which they have to produce
and supply to national grid, and SOX gas were not accounted for because of the unavailability of
sufficient data. Remaining two gases (NOX and COX) were considered; their penalty factors were
calculated using Equation (4) and the procedure following this equation, for load demands of 500 and
700 MW given as:

PD = 500 MW: hNOX = 1.5751, hCOX = 101.1369
PD = 700 MW: hNOX = 1.7218, hCOX = 123.8797

The results are summarized in Table 4 (all powers are in MW, emissions in mg/Nm3, costs in 103

$/h, and time in seconds) while the convergence characteristics of both algorithms, with respect to
both objectives (fuel cost and emission) for PD = 500 MW and PD = 700 MW, are shown in Figures 6
and 7, respectively.

Table 4. The real-time simulation results of PSO and GA for Pakistani independent power plant (IPP)
with PD = 500 MW and PD = 700 MW.

Case B P1 P2 P3 P4 P5 P6 P7 P8 ENOX ECOX E EC FC TC t

PD = 500 MW
PSO 32.5 32.5 100 90.87 83.68 100 25 35.44 2512.49 40.04 2552.53 76 117.1 193.1 0.1531
GA 33 32.5 32 92 96 100 64 50.5 2624.22 43.32 2667.54 80.82 121.6 202.42 0.8031

PD = 700 MW
PSO 130 130 100 90.83 83.82 100 25 40.35 3093.41 48.93 3142.35 108.09 158.5 266.59 0.1509
GA 130 130 100 87 96 100 25 32 3110.72 55.41 3166.13 115.1 158.4 274.4 0.5411
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Figure 6. The convergence characteristics of PSO and GA with regard to fuel cost and emission for
Pakistani IPP with PD = 500 MW.

Figure 7. The convergence characteristics of PSO and GA with regard to fuel cost and emission for
Pakistani IPP with PD = 700 MW.

6. Results Discussion

In Table 3, the power output of all six generators was presented as the sum of which is equal to
the load demand (1500 and 2000 MW) for both algorithms (PSO and GA). Then, the emissions of all
three gases (NOX, COX, SOX) from these generators were calculated and added (E) to convert into cost
(EC) using penalty factor approach. The fuel cost (FC) is calculated from the generators’ powers and is
added to the emission cost to achieve total cost (TC) of the combined dispatch. In the end, the given
time (t) represents the computational time of the algorithm for that particular load demand and PSO
produces the optimal solution 4 times quicker than that of GA for both load demands. Figure 4 shows
the 3D plot of fuel cost and emission with regard to iterations for 1500 MW. It shows that PSO starts
with lower fuel cost and emission, and converges quickly on the optimal solution as compared to GA
which starts with higher fuel cost and emission and takes some time to converge. Figure 5 shows the
similar 3D plot but for a load demand of 2000 MW in which PSO gets lost for a small time period in
non-optimized region but quickly converges on the solution with lower fuel cost and emission, while
GA converges in steps on to a solution which is not better than PSO.

Table 4 gives the output power of eight gas-fired generators and this total generation is equal
to the load demand (500 and 700 MW) for both cases (PSO and GA). From the generators’ powers,
the fuel cost (FC) and emission of two gases (NOX and COX) were calculated using quadratic relation
of generator’s output to fuel cost and emission, respectively. The emission was then totaled (E) and
converted to cost (EC) by imposing penalty factor. These two costs (related to fuel and emission) were
then added to get total cost (TC) of the combined dispatch of the power plant. In the end, t is the time
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taken by each algorithm to carry out the dispatch for a particular load demand. It is noteworthy that
PSO is 4–7 times faster than its GA counterpart for both load demands. Figure 6 shows the 3D plot of
fuel cost and emission with regard to iterations for 500 MW. In this figure, PSO starts with higher fuel
cost but in few iteration, it converges on the optimal solution while GA remains stuck in non-optimized
region. Figure 7 shows the similar 3D plot but for a load demand of 700 MW. In this simulation, both
PSO and GA starts from nearby solutions, but then, PSO converges very quickly while GA struggles
up to 300 iterations and then converges to a nearer solution of PSO, but still, this solution is not better
than the one provided by PSO.

7. Conclusions

The combined dispatch of plant generators with respect to fuel and gas emissions was carried out
using PSO and GA in MATLAB. The results demonstrate that PSO outperforms GA for the combined
dispatch in terms of achieving lower fuel cost, lower emission, fast convergence, and lesser simulation
time. This was validated for both IEEE 30 bus system and for an independent power plant with
simulation, 3D plots, and thorough discussion. The work has successfully implemented PSO and GA
algorithms for CEED of the same systems. The simulation results are compared and tabulated for
different load demands. 3D plots were discussed to highlight the convergence characteristics of PSO
and GA with respect to fuel cost and gas emissions. In future studies, the combined dispatch will be
made more realistic, by including some other practical constraints like valve point loading, ramp rate
limits, prohibited operating zones of generators, transmission line losses etc. The algorithms, PSO and
GA, can be made more efficient by studying and improving their performance parameters.
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Appendix A

Table A1. Fuel cost coefficients.

Unit a b c

1 −0.053809 29.524 −0.59888
2 −0.019141 25.719 −10.238
3 −0.14098 36.796 0.0017735
4 −0.089013 32.088 0.094472
5 −0.024246 26.81 −7.0972
6 −0.050478 28.482 −13.301
7 −0.042498 30.046 −8.1329
8 −0.098058 33.612 −3.2653

Generators Limits: 32.5 ≤ P1–2 ≤ 130 and 25 ≤ P3–8 ≤ 100.
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Table A2. NOX emission coefficients.

Unit α β γ

1 −0.033656 8.438 0.060408
2 −0.03745 8.8286 −0.038644
3 −0.02653 6.9845 −0.064953
4 −0.008363 3.9176 125.51
5 0.0064342 4.2814 0.036778
6 0.0061679 4.1367 −0.081828
7 −0.0076829 5.8882 −0.04459
8 0.0064342 4.2814 0.036778

Table A3. COX emission coefficients.

Unit α β γ

1 0.0005961 −0.036862 2
2 −7.5165 × 10−6 0.03361 0.0041904
3 0.00032592 −0.0069586 5.02
4 0.10945 −19.783 899.51
5 0.033333 −5.5833 235.7
6 −0.0016337 0.16934 6
7 0.0016643 −0.13608 9.8
8 0.0022332 −0.19187 12.4
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Abstract: To avoid power supply hazards caused by cable failures, this paper presents an approach
of incipient cable failure recognition and classification based on variational mode decomposition
(VMD) and a convolutional neural network (CNN). By using VMD, the original current signal is
decomposed into seven modes with different center frequencies. Then, 42 features are extracted for
the seven modes and used to construct a feature vector as input of the CNN to classify incipient cable
failure through deep learning. Compared with using the original signals directly as the CNN input,
the proposed approach is more efficient and robust. Experiments on different classifiers, namely, the
decision tree (DT), K-nearest neighbor (KNN), BP neural network (BP) and support vector machine
(SVM), and show that the CNN outperforms the other classifiers in terms of accuracy.

Keywords: incipient cable failure; VMD; feature extraction; CNN

1. Introduction

The development process of cable failure is usually divided into three stages: the partial discharge
period, incipient failure period and permanent failure period [1]. Due to defect formation, corrosion
or aging of the insulating layer, a series of partial discharge pulses first appear in the cable, forming
electrical or water branches. With further deterioration, these branches would evolve into incipient
failures accompanied by arcing. Incipient failures advance progressively after the first occurrence to
the point of irreversible permanent failure [2]. The occurrence of incipient cable failure (also known as
self-cleaning failure) is uncertain, and the current, which is very small when failure occurs, is typically
not sufficient to trigger the safety protection of traditional overcurrent detection devices [3,4]. At the
same time, because of the similarity with other disturbances, e.g., overcurrents caused by transformer
inrush current, constant impedance and capacitor switching failures, it is relatively difficult to recognize
incipient cable failures accurately. Therefore, it is of great significance for the stable operation of power
grid to achieve an approach that can effectively recognize and classify incipient cable failures and to
complete cable maintenance in time before incipient failures become permanent failures.

Due to the uncertainty of the transmission environment and the effects of noise, the actual cable
signals usually contain a large amount of interference information. Especially under high noise
conditions, the features of incipient cable failure are so weak that it is difficult to directly recognize
them. Therefore, it is necessary to perform signal preprocessing before classification. At present,
many researchers have proposed different approaches for the recognition and classification of cable
failures. The recognition methods are mainly divided into fault detection methods based on hardware
design [5–8] and feature extraction based on time-frequency analysis [9–14]. In [5], a hardware relay
implementation in power systems is presented, which by using a proposed syntactic pattern [6], reads
each peak of the examined signals to detect existing faults. The effectiveness of the proposed relay is
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determined by the user setting suitable thresholds. In [7], the waveform is monitored for alarming
distortion by using the proposed amplitude tracking algorithm in a field programmable gate array
(FPGA). In [8], Romano et al. presented an antenna sensor to measure partial discharge. The results
show that the instrument can diagnose the health of the insulation system quickly and accurately.
Obviously, fault detection based on hardware design is fast and real-time, but it also depends on
hardware algorithms, and the threshold setting and portability of the devices must be considered.

Feature extraction methods based on time-frequency analysis include short-time Fourier transform
(STFT) [9], wavelet transform (WT) [10], and empirical mode decomposition (EMD) [11]. In [12],
an arc fault recognition systems that combine STFT with hardware devices is described; the system
checks whether the harmonic components in the frequency domain exceed a threshold value that is
set according to limited testing loads in the lab. The STFT overcomes the shortcoming of frequency
domain time information loss of the Fourier transform, and realizes local time-frequency analysis of
the signal. However, the size of the window function cannot change with frequency, which is not
conducive to analyzing time-varying signals. In [13], Sidhu et al. decomposed the original current
signals via WT, and the overcurrent disturbance was initially recognized by using the energy and root
mean square value at the fault location; then, incipient cable failure was identified by adjusting the
thresholds. Chao et al. [14] detected incipient cable failure based on the overcurrents and the WT
modulus maximum of the sum of single-end sheath currents. When the magnitude of the sum of sheath
currents exceeds the theoretical value, an overcurrent condition can be diagnosed. Then, one can set
the threshold based on the normal signal for the WT modulus maxima of the sum of sheath currents
to determine whether the overcurrents are generated by incipient failure. WT inherits and develops
the idea of STFT localization, and it overcomes the shortcomings of window fixation. However, its
decomposition results depend too much on the choice of wavelet basis. In [15], the instantaneous
frequency component of the partial discharge signal of the cable joint was obtained via EMD, and then
the 3D (time-frequency-energy) Hilbert spectrum was calculated. Finally, partial discharge types were
evaluated by using a neural network. EMD not only breaks through the limitations of FT, but also does
not have the problem of preselecting wavelet basis function such as the wavelet transform. It has good
time-frequency resolution and adaptability. However, this algorithm lacks a mathematical foundation.
In particular, modal aliasing problems are easily generated during the decomposition process.

In this paper, a feature extraction method based on time-frequency analysis of variational mode
decomposition (VMD) and mathematical statistics is used. VMD was proposed by Dragomiretskiy et
al. in 2014 [16]; it is a complete nonrecursive adaptive and quasi-orthogonal signal decomposition
method that decomposes multicomponent nonstationary signal into several components with limited
bandwidth. The essence of VMD is that multiple sets of Wiener filters are updated directly in the
Fourier domain; thus, VMD has a more solid theoretical basis and robustness than EMD [17,18]. At the
same time, 42 features are extracted by the method of mathematical statistics, which solves the feature
selection problem and improves the calculation efficiency.

Fault classification methods can be categorized into machine learning algorithms and deep
learning algorithms. Machine learning algorithms, including decision tree (DT), support vector
machine (SVM), K-nearest neighbor (KNN), and artificial neural network (ANN), have been widely
used in power systems [19–23]. Recently, researchers have conducted studies of traditional algorithms
for different problems and further improved the classification accuracy [24–26]. However, these
classifiers still have some defects, such as a weak correlation between data, a tendency to overfit and
a limited capacity for the real-time processing of large data. A deep learning model is a network
structure that updates the parameters of multiple hidden layers via a gradient descent algorithm,
which overcomes the shortcomings of machine learning algorithms and solves the problems of data
utilization, gradient diffusion and trapping in local optima [27,28]. The representative structures are
the deep belief network (DBN) [29], the recurrent neural network (RNN) [30,31] and the convolutional
neural network (CNN) [32]. The DBN algorithm can reflect the similarity of the same type of data itself,
but since its generation model does not care about the optimal classification surface, the classification
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accuracy is usually not as high as that of the discrimination model. The RNN has time memory ability
through recursive method, but it requires more training parameters and is prone to gradient dissipation
or gradient explosion.

This paper uses the CNN algorithm; as one of the deep learning models, its multilevel structure
of local perception and value sharing can accommodate high-dimensional data more accurately and
quickly. Due to the characteristics of self-learning, especially the results are stable in the field of image
and signal recognition, and there is no additional feature engineering requirement [33].

This paper presents a new approach for incipient cable failure recognition and classification based
on VMD feature extraction and CNN classification (Figure 1). Via VMD, features of each decomposed
mode for the original signal are extracted, and feature vector is input into the CNN to recognize
incipient cable failure. The paper is organized as follows: in Section 2, the VMD principle, mathematical
model and CNN algorithm are described. In Section 3, experimental data are generated by constructing
a model of incipient cable failure and overcurrent interference in PSCARD/EMTDC. Next, the complete
experimental results are shown. Compared with traditional machine learning algorithms (DT, KNN,
BP, and SVM), the proposed approach not only can recognize incipient cable failure state well but also
has good noise immunity. In Section 4, the produced results are commented and the limitations of the
research are expounded. In the last section, the conclusions are summarized.

 

Figure 1. Main structure of the proposed incipient cable failure recognition and classification process.

2. Methods

2.1. VMD

VMD is used to decompose the nonstationary cable signal x(t) into a number of subcomponents
(known as modes), with each mode having a finite bandwidth corresponding to the center frequency.
Thus, VMD aims to minimize the sum of the bandwidth estimate of each mode. To adaptively extract
modes and their central frequencies, an optimization problem is constructed as follows:

First, let x(t) be predecomposed into K modes, denoted as uk (k = 1, · · · , K), i.e.,
K∑

k=1
uk = x(t). To

acquire the unilateral frequency spectrum, the associated analysis signal of uk is formed by using the
Hilbert transform as follows: [

δ(t) +
j
πt

]
∗ uk(t), (1)

where δ(t) is the Dirac delta function, j is an imaginary number, and * is the convolutional operation.
Then, for each mode uk, its frequency spectrum is modulated to the baseband through multiplying

the corresponding analysis signal by the exponential e− jωkt, where ωk is the center frequency of uk.
Next, to adaptively extract uk and ωk, by using the L2-norm of the demodulated signal’s gradient,

the constrained variational optimization problem is constructed as follows:
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
min{uk},{wk}

{
K∑

k=1
‖∂t

[
(δ(t) + j

πt ) ∗ uk(t)
]
e− jωkt‖2

2

}

s.t.
K∑

k=1
uk = x(t) (k = 1, · · · , K)

, (2)

where ∂t(·) is the partial derivative and ‖ · ‖2 is the L2-norm.
Finally, to solve for uk and ωk in (1), by using the augmented Lagrange multiplier method [34], the

constrained variational problem (2) is transformed into the following unconstrained variational problem:

L({uk}, {ωk},λ) = α
K∑

k=1
‖∂t

[
(δ(t) + j

πt ) ∗ uk(t)
]
e− jωkt‖2

2
+ ‖x(t) − K∑

k=1
uk(t)‖

2

2
+〈

λ(t), x(t) − K∑
k=1

uk(t)
〉 (3)

where λ is Lagrange multiplier and α is the parameter to balance variational term (the first term)
and data-fidelity constraint term (the second term), so as to impart good reconstruction accuracy to
the signal.

Then, uk, ωk and λ in (2) are iteratively and alternately updated by using the alternating direction
multiplier method (ADMM) in the Fourier domain [15]. In the nth iteration, un+1

k and ωn+1
k are

calculated in the Fourier domain as follows:

ûn+1
k (ω) =

x̂(ω) − K∑
i�k

ûi(ω) +
λ̂(ω)

2

1 + 2α(ω−ωk)
2 , (4)

and:

ωn+1
k =

∫ ∞
0 ω

∣∣∣ûk(ω)
∣∣∣2dω∫ ∞

0

∣∣∣ûk(ω)
∣∣∣2dω

, (5)

respectively. The Lagrange multiplier λ is updated as follows:

λ̂n+1(ω) = λ̂n(ω) + τ

⎡⎢⎢⎢⎢⎢⎣x̂(ω) −∑
k

ûn+1
k (ω)

⎤⎥⎥⎥⎥⎥⎦. (6)

where τ is the time step of the dual ascent. Once
∑
k
‖ûn+1

k − ûn
k ‖

2

2
/‖ûn

k ‖
2

2
< ε(ε > 0) is satisfied, the

iteration process is over, and ωk is obtained. Furthermore, the mode uk in the time domain is obtained
as the real part of the inverse Fourier transform of ûk.

2.2. Feature Extraction

VMD decomposes the input signal into multifrequency signals, which is helpful for effectively
distinguishing incipient cable failure from that of other disturbances. Obviously, the decomposed
multilayer signals have more data. If input them into the CNN for classification directly would increase
the difficulty of selecting the network parameters and the training time be too long. Thus, to achieve
the aim of efficiently training the CNN, features extracted from decomposed VMD modes are used as
inputs of the CNN below. For each VMD mode with N sample points, denoted as uk[n] (1 ≤ n ≤ N),
six features are extracted as follows:

F1: F1 represents the peak-to-peak value, i.e., the range of signal amplitude variation. An observation
of six types of signals indicates that F1 of multicycle cable failure is several times that of other signals.
Therefore, this feature plays a key role in distinguishing between multicycle cable failure from the
range of amplitudes of different signals. For the k-th mode, F1 is given by:
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F1k = max(uk[n]) −min(uk[n]). (7)

F2: This feature is the root mean square (RMS), which represents the effective value of the periodic
signal. Because the RMS is the squared average calculated over one cycle, the feature helps to separate
all multicycle failure signals from other types. Hence, F2 is an important reference in the recognition
of multicycle cable failure, normal signals, transformer inrush disturbance and constant impedance
failure. For the kth mode, F2 is given by:

F2k =

√
1
N

∑
n

u2
k [n]. (8)

F3: The feature F3 represents the number of zero crossings, which is used to identify the oscillatory
characteristics and noise of the stationary signal for each mode. For the kth mode, F3 is computed
as follows:

F3k =
∑

n

∣∣∣sgn(uk[n]) − sgn(uk[n− 1])
∣∣∣/2. (9)

Here, sgn(·) is a symbolic function. Taking into account the duration of different nonstationary
signals at the zero position, F3 reflects the state of the waveform, where the signal crosses zero for each
mode, which is helpful to distinguish the overcurrent disturbance, normal signal and noise.
F4: The mode relative energy ratio represents the contribution of the energy of each mode to the total
energy of the original signal. For the kth mode, this ratio is denoted as:

F4k =

∑
n u2

k [n]∑
k
∑

n u2
k [n]

. (10)

The main energy of different signals is distributed over different decomposition modes, e.g., the
energy of the normal signals is mainly distributed over the first one decomposition mode, and the
latter modes contain only DC components. According to this feature, incipient cable failure, normal
signals and overcurrent disturbance can be distinguished accurately. F5: The instantaneous amplitude
envelope of each mode is used to distinguish between short- and long-duration variations (such as
subcycle failure, transformer inrush disturbance and constant impedance failure). For the k-th mode,
F5 is defined using a sliding window of length s as follows:

F5k =

√√
1
s

m+s−1∑
n=m

u2
k [n]. (11)

Here, m= 1, 2 · · · (N − s + 1) represents the number of sliding windows.
F6: The center frequency (ωK) is selected as the sixth feature. Since the VMD process is implemented
in the frequency domain, this condition eliminates the need for additional calculation of the frequency
domain information of each mode. F6 is used to distinguish the DC component, fundamental frequency,
and oscillation of different modes.

Based on the abovementioned features, the feature vector for the k-th mode can be obtained
as follows:

FVk = [F1k, F2k, F3k, F4k, F5k, F6k]. (12)

In summary, assuming that the original signal is decomposed into K modes via VMD, a 1× 6K
feature vector F can be composed as follows:

F =
[

FV1 FV2 · · · FVK

]
=

[
F11 · · · F61 F12 · · · F62 · · · · · · F6K · · · F6K

]
. (13)

45



Energies 2019, 12, 2005

Then, F is input to the CNN as all feature information of the original signal.

2.3. CNN

The CNN is constructed by analogy to animal visual perception. Its structure of multilayer
perceptron can effectively reduce preprocessing, and it can also analyze high-dimensional data.
Hence, the CNN has exhibited excellent performance in the field of image and video recognition and
signal processing.

The CNN consists of an input layer, an output layer and a hidden layer. As the most important
part of the whole network, the hidden layers of the CNN include convolutional layers, an activation
function, downsampling layers and a fully connected layer, as shown in Figure 2. In this paper, the
classification of incipient cable failure from the normal signal and the overcurrent disturbance signal is
achieved through a typical CNN structure with two convolutional layers.

Figure 2. Structure of the CNN with two convolutional layers.

The convolutional layer is used to further extract high-level implicit features from the low-level
input features using the convolutional operation. Let the feature vector F be the input of the CNN;
the system obtains the feature map via the convolution operation and then outputs this map to the
downsampling layer through the activation function. The convolution process of the feature vector F

and the convolutional kernel p with the size of 1×G is as follows:

C(1,n) = F ∗ p + b =
G∑

g=1

[F(1,n + g− 1) · p(1, g)] + b. (14)

where b is the bias, 1 ≤ g ≤ G and n= 1, 2, · · · , (6K − g+1). C is the output of the convolutional layers.
Activation functions are usually used after convolution to help express more complex feature

mapping. The entire process of convolution and activation can be given as follows:

Cl
j = f

(∑(
Fl ∗ pl+1

j

)
+ bl

)
. (15)
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Here, f represents the sigmoid activation function, i.e.:

f (x) =
1

1− e−x , (16)

Cl
j is the result of the j-th feature mapping of the lth layer. Fl is the input vector of the l-th layer,

bl is the bias of the lth layer, and pl+1
j is the weight coefficient of the j-th convolutional kernel of the

(l + 1)-th layer.
The convolutional results after activation are used as the input of the next downsampling layer of

the neural network. The downsampling layer, also known as the pooling layer, serves to progressively
reduce the size of the feature map to reduce the amount of computation in the network, thus avoiding
overfitting. Suppose that the size of the feature map C is 1×M and the size of the downsampling area
is 1× d. The mean downsampling process is as follows:

D(1, z) =
1
d

d∑
i=1

C(1, d(z− 1) + i), (17)

where 1 ≤ z ≤ M
d . D is the result of the downsampling.

In general, the convolutional layer and the downsampling layer are alternately constructed. In this
paper, two convolutional layers and downsampling layers are used.

The fully connected layer, as the last part of the hidden layer, connects the output of the
downsampling layer to a one-dimensional row vector. Finally, the normalized exponential function
applies the softmax function as the output layer to obtain the class label of classification.

3. Results

Figure 3 shows the flowchart of recognition and classification of incipient cable failure based on
VMD and CNN.

 

Figure 3. The flowchart based on VMD and CNN.
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3.1. Data Acquisition

In this paper, all data are obtained in PSCARD/EMTDC. (Subcycle and multicycle failure have the
same symbol, but the duration time is different.) The 25 kV circuit model of the cable current signal is
displayed in Figure 4, and the sampling frequency is set to 10 kHz.

Figure 4. Simulation model of incipient cable failure and the overcurrent interference signals.

Incipient cable failure generally consists of single-phase ground failure, which can easily lead to
phase-to-phase failure. Typical failure types mainly include subcycle incipient failure and multicycle
incipient failure. As in references [4–7], the characteristics of incipient cable failure can be expressed as
follows: (a) the failure is of short duration or low current amplitude; (b) the failure occurs at the peak of
voltage; (c) a subcycle incipient failure lasts for 1/4 cycle, and when the current passes zero, the failure
disappears automatically; multicycle incipient failure general lasts for 1–4 cycles, and when the arc
disappears, the failure disappears automatically. In this paper, six simulation signals are used, namely,
subcycle incipient cable failure, multicycle incipient cable failure, normal signal, transformer inrush
disturbance, constant impedance failure and capacitor switching disturbance, as shown in Figure 5.
All simulation samples are generated based on the actual interference waveform. The failure location
is random, and signals of the same class exhibit differences.

Figure 5. Current waveforms of incipient cable failure, normal signal and overcurrent interference:
(a) Subcycle incipient cable failure (b) Multicycle incipient cable failure (c) Normal signal (d) Transformer
inrush disturbance (e) Constant impedance failure (f) Capacitor switching disturbance.
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3.2. Experimental Analysis

In the VMD process, it is necessary to set parameters. For the characteristics of the original signals,
the frequency distribution is wide and includes more low-frequency information, so the parameters of
VMD use the following settings:

(i) Moderate bandwidth constraint α: This parameter affects the bandwidth of the decomposed
signal. For the signals with a wide frequency range, α is generally set in the range of a few
hundred, while for signal content in a small frequency range, α is kept in the range of tens
of thousands. According to the frequency range of the six types of signals in this experiment,
α = 2000 is used.

(ii) Noise-tolerance τ: This parameter affects the equal constraint of the Lagrange multiplier λ on
reconstruction. In general, if accurate reconstruction is not required under high noise, τ can be
set to 0 such that λ is 0.

(iii) The number of decomposed modes K: VMD needs to preset the number of decompose modes K.
If K is too small, the decomposed modes are too few, and all the decomposition modes cannot be
captured; while if the value of K is too large, the interfering signal will be overdecomposed such
that the center frequencies of modes will be mixed. By repeated observation in the experiment,
the maximum center frequency and the minimum center frequency of the six types of signals
are nearly constant when K = 7, and there is no large fluctuation with increasing decomposition
mode, so K = 7 is used.

Due to space limitations, only Figures 6 and 7 show the results and spectra of VMD for multicycle
incipient cable failure and transformer inrush disturbance; the analysis process of other signals is
similar. It is obvious that the waveforms of each mode corresponding to different signals differ greatly.
Regarding spectra, two types of signals composed of low-frequency and intermediate-frequency
content are better decomposed by VMD, so that it is fully prepared for subsequent feature extraction.

Figure 6. Results and spectra of VMD for multicycle incipient cable failure: (a) Modes;
(b) Frequency spectra.
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Figure 7. Results and spectra of VMD for transformer inrush disturbance: (a) Modes;
(b) Frequency spectra.

Figure 8 displays feature vectors FVk obtained via VMD-based stratification extraction method
for a total of 42 features. As the figure shows, in each mode, the same features of different signals are
mostly distinct. For example, the first feature of each vector represents F1, and there are significant
differences in the u1–u7 modes of different signals. F6 is the last term of each feature vector; although it
is not changed in the u1–u3 modes of different signals, there is a certain difference in u3–u7. Therefore,
these feature vectors can be used as the basis for different signal diagnostics and thus input into the
CNN for recognition and classification.

The structure of the CNN has an important impact on the network performance and output
accuracy. Considering the computational complexity and accuracy, the parameters that are more
effective for simulation data are finally selected in this paper, as indicated in Table 1. At the same time,
the learning rate is set to 1, with 60 samples for each training and more than 30,000 iterations. In theory,
the more iterations of the deep learning network, the higher the accuracy. In Figure 9, the impact of
iteration number on classification results is shown.

Table 1. The parameters of the CNN model.

Layer Name Kernel Size Output Size

Input layer 1 × 42 × 1
Convolutional layer 1 1 × 3 1 × 40 × 18
Downsampling layer 1 1 × 2 1 × 20 × 18
Convolutional layer 2 1 × 6 1 × 15 × 14
Downsampling layer 2 1 × 5 1 × 3 × 14
Fully connected layer 1 × 42 × 1

Output layer 6 classes
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

 
 

(g) (h) 

Figure 8. Feature extraction based on VMD: (a)–(g) denotes the respective feature vector FVk of the
u1–u7 decomposed modes. (h) denotes the representation of different signal types.
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Figure 9. Impact of the iteration number on the results.

The distribution of training samples for the entire experiment is reported in Table 2.

Table 2. The number of samples.

Type The Number of Samples Training Samples Test Samples

Subcycle incipient failure 2800 2100 700
Multicycle incipient failure 2800 2100 700

Normal signal 2800 2100 700
Transformer inrush 2800 2100 700

Constant impedance 2800 2100 700
Capacitor switching 2800 2100 700

For the final classification results of the subcycle incipient cable failure, multicycle incipient
cable failure, normal signal, transformer inrush disturbance, constant impedance failure and capacitor
switching disturbance, the performance of the model is presented in the form of a confusion matrix.
As shown in Figure 10, the overall prediction accuracy is 96.1%. The rows represent the output labels,
the columns represent the target labels, and the diagonal represents the number of samples correctly
classified for each class. The results show that the most common mistake is to classify multicycle
incipient failure as constant impedance failure; the recognition rate of multicycle incipient failure is
91.4%. The recognition rate of the normal signals is all correct, achieving 100%.

Figure 10. The results of the classification confusion matrix based on VMD and CNN.
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As reported in Table 3, in order to verify the validity of the proposed approach, the original signals
are used directly as the CNN input to compare with feature extraction based on VMD.

Table 3. Comparison between VMD feature extraction and the original signals.

Preprocessing CNN Training Time (s) Classification Accuracy (%)

Feature extraction based on VMD 902.50 96.1
The original signals 8873.96 98.6

Although the classification accuracy based on VMD feature extraction is 2.5% less than the direct
classification, the training time is substantially shortened by 2.2 h. The reason for this result is that the
proposed approach reduces the dimensionality of the data and the complexity of network calculation
by VMD feature extraction, which shortens the classification time, but it is inevitable that some feature
information is lost. In addition, Gaussian white noise is added to the original signals and show the
classification results at a 15 dB, 20 dB and 25 dB signal-to-noise ratio (SNR) in Table 4.

Table 4. Classification accuracy under Gaussian white noise.

Methods
Classification Accuracy (%)

15 dB 20 dB 25 dB

Feature extraction based on VMD + CNN 83.52 89.33 93.21
The original signals + CNN 16.88 65.90 82.76

As reported in Table 4, the lower the SNR is, the better the robustness of the proposed approach.
In particular, when the SNR is 15 dB, the original signals directly input into the CNN cannot be
distinguished. However, the accuracy of the proposed approach is still as high as 83.52%. Thus, the
results show that the VMD algorithm can accurately recognize failure under high-noise conditions.

To verify the effectiveness of the CNN model as a classifier, the classification results of four
traditional classifiers (DT, KNN, BP and SVM) and the CNN are evaluated using the same training
samples and test samples (as reported in Table 5).

Table 5. Comparison of different classifiers.

Classifiers Accuracy (%)

Feature extraction based on VMD + DT 85.31
Feature extraction based on VMD + KNN 93.45

Feature extraction based on VMD + BP 79.10
Feature extraction based on VMD + SVM 80.74

Feature extraction based on VMD + CNN (ours) 96.10

In Table 5, the classification accuracy of DT is 85.31%, that of KNN is 93.45%, that of BP is 79.1%,
and that of SVM is 80.74%. Compared with the other three traditional algorithms, KNN has better
classification results, but its accuracy is still less than that of the proposed approach. This result occurs
because in the proposed approach, the CNN performs quadratic feature extraction by convolution
before providing output as a classifier; by obtaining additional depth information, it can accurately
realize recognition and classification. On the other hand, the advantage of the CNN is that although
it takes considerable time in data training, once the training model is completed, it maintains good
predictability and adaptability to analyze the same type of data.

4. Discussion

The results reported in Section 3 show that the spectra of incipient cable failures and overcurrent
disturbance signals consist of different frequency components. Therefore, the method of extracting fine
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time-frequency information by VMD separating different frequency components is reliable. Second,
the classification results show that the feature extraction method based on mathematical statistics after
VMD can effectively shorten the training time of the CNN.

The comparison results under noise conditions also show that the original signal is difficult to
distinguish under the influence of high noise. Therefore, VMD improves the robustness of failure
recognition by filtering high-frequency noise, resulting in more accurate classification results.

On the other hand, the comparison results of different classifiers show that the CNN, as a classifier
with feature processing ability, can provide higher possibility of accurate classification.

Finally, it is worth noting here that the proposed approach is based only on simulated signals.
Although all simulation samples were generated based on the actual interference waveform, more
validation is needed if the approach is to be successfully applied to actual measurements.

5. Conclusions

To solve the problem that incipient cable failures are difficult to distinguish from overcurrent
disturbances, an approach for the recognition and classification of incipient cable failures based
on VMD and a CNN is proposed. First, the original signal is decomposed to obtain component
signals containing more waveform features, and then the eigenvalues are calculated by analyzing the
characteristics of the different signals; the results are used to construct an the input vector of the CNN.
Finally, by training the CNN, recognition and classification of initial cable failure is achieved.

The approach makes full use of the noise immunity of VMD and the self-learning of the CNN, so
achieves reliable and accurate classification. The effectiveness of the proposed approach is verified
using different classifiers and high noise. The experimental results show that the approach has high
precision and robustness.
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Abstract: During an automatic power transmission line inspection, a large number of images
are collected by unmanned aerial vehicles (UAVs) to detect existing defects in transmission line
components, especially insulators. However, with twin insulator strings in the inspection images,
when the umbrella skirts of the rear string are obstructed by the front string, defect detection becomes
difficult. To solve this problem, we propose a method to detect self-shattering defects of insulators
based on spatial features contained in images. Firstly, the images are segmented according to the
particular color features of glass insulators, and the main axes of insulator strings in the images
are adjusted to the horizontal direction. Then, the connected regions of insulators in the images
are marked. After that, the vertical lengths of the regions, the number of insulator pixels in the
regions, as well as the horizontal distances between two adjacent connected regions are selected
as spatial features, based on which defect discriminants are formulated. Finally, experiments are
performed using the proposed formula to detect self-shattering defects in the insulators, using the
spatial distribution of the connected regions to locate the defects. The experiment results indicate
that the proposed method has good detection accuracy and localization precision.

Keywords: defect detection; glass insulator; localization; self-shattering; spatial features

1. Introduction

In recent years, the difficulty of conducting manual inspections on transmission lines has been
increasing with the enlargement of transmission lines. In order to reduce the workload of inspection
work and improve inspection efficiency, unmanned aerial vehicles (UAVs) are used for transmission
line inspections [1–3]. During UAV inspections, a number of images are collected to detect the defects
in transmission lines. The use of image detection technology greatly improves the efficiency and has
become a research hotspot in current smart grids [4–7]. Insulators, of which the main roles are electrical
insulation and line support, are very important components of transmission lines. Since glass insulators
have the characteristics of zero value self-shattering, when an insulator is subjected to changes in
terms of cold and heat, its compression stresses the surface and opposing tensile internal stresses
become greater, which can cause breakdown easily. As a result, the insulation value at both ends of the
insulator string becomes zero and the insulation function is lost. Therefore, zero value detection of
insulators is required. When the insulation value is zero, a glass insulator will shatter, and it is easy to
be found with visual detection. Additionally, because they are widely used in 500 kV high voltage
transmission lines, detection of self-shattering defects in insulators has become a significant issue.

Therefore, many methods are suggested to detect self-shattering defects in glass insulators.
They are as follows:
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(1) Detection method based on contour information. Some researchers [8–11] firstly identified the
contours of insulators, and then determined whether there were self-shattering defects according
to the relative distances between adjacent insulators. Nevertheless, the insulators will sometimes
be obscured because of unsuitable shooting angles of cameras. In addition, the backgrounds of
the aerial images are complex and changeable. Therefore, the contour extraction of insulators
will be influenced and the accuracy of the above detection method is affected.

(2) Detection method based on texture features. Zhang [12] and Wang [13] calculated the texture
values of insulator images by block, and then analyzed whether the insulator was missing by
comparing texture values. However, the calculation amounts of this method are very large.
Zhang [14] obtained the directions of insulator strings by detecting parallel line segments. Then,
the insulator string was divided into blocks according to the direction and the distance between
the slices. After that the existence of self-shattering defects were judged by the similarity of
texture features between the blocks. However, when the insulator pieces were obstructed or the
shooting distance was large, the line features of the insulator pieces were very vague, which easily
led to false detection.

(3) Detection method based on histogram matching features. Lin [15] diagnosed glass insulator faults
based on a histogram matching criterion and determined faultless insulators within a certain
range. However, the method could not indicate the specific locations of the fault insulators.
Shi [16] used a sliding window method to match the gray histogram of the insulators and the
templates, and inferred and located insulator defects according to histogram distances. However,
it was easily influenced by the detection environment and the selection of templates.

(4) Detection method based on region features. Wang [17] segmented insulators in a lab color space
and calculated the proportion of insulator pixels in each insulator region to determine the drop-off
fault. Jiang [18] divided the insulator area into individual pieces, and judged the fault by sensing
the distances between the gravity centers of adjacent insulator pieces. Nevertheless, when the
insulator string was obstructed and the two insulator strings could not be separated completely,
the detection accuracies of the two methods were influenced. Zhai [19] segmented insulator
images in the RGB color space, and performed an adaptive morphology process on the images
according to the area ratio of the insulator region. After that, the fault point was located. However,
when the missing pieces were at the ends of the insulator string, they may have gone undetected.

The above-mentioned methods are mainly aimed at self-shattering defect detection of
unobstructed glass insulators and have achieved good detection results within a certain range.
However, in the process of transmission line inspections, insulators in the aerial images are often
obstructed and also connected to each other because of the influence of the shooting distance and
angle. Thus, most of the above methods show difficulty in obtaining the expected results.

Aiming at the above deficiencies and inspired by the literature [20], in this paper, we propose a
self-shattering defect detection method for obstructed or unobstructed twin insulator string images
based on the obvious spatial features of the insulator regions. The overall framework of this method
is shown in Figure 1. The main technical contributions made in this work include: (1) For images
of twin glass insulator strings, the self-shattering defect can be detected and the defect position can
be located accurately, regardless of whether the insulators are obstructed or not; and (2) robustness
and real-time performance is evaluated, and they may meet the requirements of strong robustness
and high real-time performance demands of power line inspection. The remainder of this paper is
organized as follows: In Section 2, the glass insulator image compound binarization processing are
introduced. Then, in Section 3, the new detection and localization method of insulator self-shattering
defects is described in detail. After that, in Section 4, experiments to verify the performance of the
proposed method are explained. Finally, the conclusions are drawn in Section 5.
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Figure 1. Flow chart showing the insulator self-shattering defect detection method.

2. Insulator Images Compound Binarization

The process of compound binarization mainly includes image segmentation, removal of pseudo
targets and tilt correction.

2.1. Insulator Images Segmentation

Color is an intuitive feature of objects. Glass insulators without RTV spraying have a special color.
It is generally green and very different to most background colors. Therefore, insulator images can be
segmented according to their color features.

The authors of References [17,21] segmented insulator images using single thresholds in Lab space
and HSI space, respectively. Because of the complex background in insulator images, it is difficult to
achieve a good segmentation effect with a single threshold.

Inspection images collected by UAVs are usually RGB space images. In this paper, the R, G and B
components of 150 glass insulator images were sampled, respectively, and their spatial distribution
features were statistically analyzed. The color distribution rules of the glass insulators were as follows:

⎧⎪⎨
⎪⎩

65 ≤ R ≤ 175
115 ≤ B ≤ 180
30 ≤ G − R ≤ 65

(1)

where R, G and B are the component values of red, green and blue, respectively.
The threshold values of the R, G and B components are set by Equation (1). Thus, the glass

insulators can be easily separated from the complex background. Figure 2 shows the segmentation
results of aerial insulator images according to Equation (1). Although the backgrounds of the two
images were both very complex, good segmentation results were obtained regardless of whether the
insulators were obstructed or not.
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(a) (b)

Figure 2. Results of segmentation: (a) Original aerial images; (b) Segmentation results.

2.2. Pseudo Objects Removal and Tilt Correction

After segmentation, the insulators images were separated from the background. However,
there still existed some narrow breaks and small burrs in the images. Thus, the morphological closed
operation and median filter were used to process the images [22]. After that, the small area pseudo
objects were removed. Figure 3 shows the processing results of removal of the pseudo objects.

(a) (b) (c)

Figure 3. Pseudo objects removing process: (a) Morphological processing; (b) Median filter; (c) Pseudo
objects removal.

Due to the influence of the shooting angle, insulators present different angles in the image. Thus,
the image needs to be corrected to locate the main axis of the insulator string in the horizontal direction.
Thus, it can make preparation for the spatial feature descriptions of the insulator regions. The direction
of the longest line segment is the direction of the main axis of the insulator string in the image. Thus,
the inclination angle of the main axis can be obtained using the Hough transform. According to the
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angle, the insulator string axis can be rotated in the horizontal direction. Figure 4 shows the processing
results of tilt correction.

(a) (b) (c)

Figure 4. Tilt correction: (a) Hough transformation detection of lines; (b) Tilt correction; (c) Correction
of original image.

It can be seen from Figures 3 and 4 that effective binarization images were obtained after image
compound binarization. The contours of the insulators may be incomplete, but the spatial distribution
of the insulator regions can be expressed regardless of if the insulators are obstructed or not.

3. Self-Shattering Defect Detection of Insulators

3.1. Spatial Features Description of Insulators

An insulator string is composed of a main shaft and a certain number of insulators. The insulators
are perpendicular to the main shaft. The insulators on the same string have the same shape, size and
color, and the distances between the adjacent umbrella skirts of the insulators are equal. All these
characteristics indicate that insulators have consistent spatial features.

In order to represent the spatial features, the connected regions of the binary images are marked.
The connected regions of normal insulators have three obvious features: (1) the vertical lengths of each
connected region are close; (2) the number of insulator pixels in the region varies little; and (3) the
horizontal distances between adjacent connected regions are very similar. In addition, the numerical
distributions of the above three values are relatively uniform, as shown in Figure 5a. In Figure 5,
the first row contains inspection images, corresponding connected regions of insulators are given in
the second row, and the vertical length, the number of insulator pixels and the horizontal distance are
in the third to the fifth rows, respectively.
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(a) 

(b) 

(c) 

Figure 5. Spatial features of connected regions: (a) Normal; (b) Self-shattering with obstruction;
(c) Self-shattering without obstruction.

When a self-shattering defect occurs, the spatial consistency of the insulator regions is destroyed,
and spatial features change significantly. There are generally two cases of spatial locations of the
twin insulator strings in the images. One is that the front string obstructs the back one, and the
twin strings cannot be divided into individual strings in the image. Another situation is that the
two insulator strings are not obstructed by each other, thus they can be separated into two strings.
In the first situation, when the self-shattering defect occurs, the vertical lengths and the numbers
of insulator pixels of the connected region are obviously smaller than those in the normal regions.
Additionally, the numerical values are abruptly changed, as shown in Figure 5b. In the second situation,
two insulator strings can be treated separately. When the self-shattering defect occurs, the horizontal
distance between the connected regions on both sides of the defective insulator is obviously greater
than those of other adjacent regions, and there is a clear jump, as shown in Figure 5c (Figure 5c presents
the spatial features of the insulator string on which self-shattering occurs).

As can be seen from Figure 5, the spatial features of the self-shattering insulators are very different
from the normal insulators. Therefore, the self-shattering defect can be discriminated according to the
vertical lengths of the connected region, the number of insulator pixels in the region, and the horizontal
distances between the adjacent regions.

3.2. Self-Shattering Defect Detection

3.2.1. Spatial Features Determination of Insulator Connected Regions

Following the above image processing, the main axis of the insulator string has been tilted in the
horizontal direction. Then, the connected regions of the insulators are located using the 8-adjacency
connected region method. For convenience of description, the connected region of each insulator
is described by a four-dimensional vector (x, y, w, h). Where x and y correspond to the start point
coordinates of the connected region on the x-axis and y-axis with the origin at the upper left corner,
and w, h represent the horizontal width and vertical length of the region, respectively.

Based on analysis of the insulator spatial features, three spatial features, which characterize the
connected regions of the insulators, are constructed as follows:
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(1) Vertical length hi: The vertical length of the connected region of the i − th insulator.
(2) Number of insulator pixels ni: The area of the connected region of the i − th insulator.
(3) Horizontal distance between two adjacent connected regions Di:

Di =|xi+1 − xi|; i = 1, 2, · · · , k − 1 (2)

where k is the number of connected regions, xi is the horizontal coordinate of the starting point of
the i − th connected region.

3.2.2. Self-Shattering Defect Discriminant Definition

After determining the three spatial features of the insulators connected regions, self-shattering
defect discrimination can be performed. Corresponding to the former two insulator string
location situations, through statistical analysis, the discriminant1 and discriminant2 are summarized
respectively in Equations (3) and (4):

discriminant1 :

{
hi ≤ 0.7h
ni ≤ 0.58n

; i = 1, 2, · · · , k (3)

where h and n are the average of h and n, respectively.

discriminant2 : Di > 1.7D; i = 1, 2, · · · , k − 1 (4)

where D is the average of D.
When discriminant1 or discriminant2 is satisfied, it can be concluded that insulator self-shattering

has occurred.

3.2.3. Self-Shattering Defect Localization

When the spatial features of the twin insulator strings satisfy discriminant1, the latter insulator
string is obstructed, and self-shattering may occur in either string. Thus, the defect location can be
obtained by Equations (5)–(8).

x f ault = xi (5)

y f ault =

{
0.5(yi−1 + yi+1); yi � y
yi + hi; yi ≈ y

(6)

w f ault = 0.5(wi−1 + wi+1) (7)

h f ault = 0.5(hi−1 + hi+1)− hi (8)

where y is the average of y. For special cases, when self-shattering occurs at both ends of an insulator
string, Equation (9) is used:

yi+1 = yi−1, wi+1 = wi−1, hi+1 = hi−1 (9)

When the spatial features of the twin insulator strings satisfy discriminant2, the insulators are
not obstructed by each other. Thus, Equations (10)–(13) are adopted to calculate the defect location
coordinates:

x f ault = xi + 0.5Di (10)

y f ault = 0.5(yi + yi+1) (11)

w f ault = 0.5(wi + wi+1) (12)

h f ault = 0.5(hi + hi+1) (13)
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When there is no overlap between the twin insulator strings, they will be processed separately.
In this case, if self-shattering occurs at both ends of one insulator string, the self-shattering defect can
be judged based on the difference between the connected region numbers of the two insulator strings.

Figure 6 shows a flow chart of the self-shattering defect detection process after image
compound binarization.

Figure 6. Flow chart of the proposed detection method.

When the back insulators are obstructed, the main pseudo code of the self-shattering detection is
as follows (Algorithm 1):
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Algorithm 1. Self-shattering detection process with obstructed.

Input: binarization image bwsrc
Output: Self-shattering location
1: [B, num] = bwlabel(bwsrc, 8);
2: box = regionprops(B,′ BoundingBox,′ Area′);
3: areas = [box.Area];
4: rects = cat(1, box.BoundingBox);
5: avgarea = mean(areas(:));
6: [m, n] = size(rects);
7: x = rects(:, 1); y = rects(:, 2);
8: w = rects(:, 3); h = rects(:, 4);
9: avgy = mean(y); avgh = mean(h);
10: hnorm = 0.7 ∗ avgh; anorm = 0.58 ∗ avgarea;
11: num = 0;
12: for j = 1 to m do

13: if h(j) <= hnorm &areas(j) <= anorm
14: num = num + 1;
15: xx(num) = x(j);
16: ww(num) = 0.5 ∗ (w(j − 1) + w(j + 1));
17: hh(num) = 0.5 ∗ (h(j − 1) + h(j + 1))− h(j);
18: if abs(y(j)− avgy) <= 10
19: yy(num) = y(j) + h(j);
20: else yy(num) = 0.5 ∗ (y(j − 1) + y(j + 1));
21: end if

22: end if

23: end for

24: for k = 1 to num do

25: rec tan gle(′position′, [xx(k), yy(k), ww(k), hh(k)]);
26: end for

The self-shattering location detected by the proposed method is illustrated in Figure 7.

(a) (b) (c)

Figure 7. Results of localization: (a) Connected regions of insulators; (b) Self-shattering location;
(c) Localization of original image.
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4. Experimental Results and Analysis

4.1. Self-Shattering Detection and Localization Results Analysis

Experiments were conducted to evaluate the proposed method with real inspection images
collected by UAVs. The experiment environments included the Windows 7 operating system with a
CPU main frequency of 3.40 GHz, 4.00 GB RAM, and MATLAB 2015b. Figure 8 presents a part of the
experimental results. The results show that the proposed method efficiently detected and located the
insulator self-shattering defects.

(a) (b) (c) (d) 

Figure 8. Test results: (a) Original image; (b) Detected lines; (c) Connected regions; (d) Defect
localization.

4.2. Robustness Analysis

In this section, the robustness of the proposed method is analyzed through comparison with
existing insulator self-shattering defect detection methods.

4.2.1. Detection Effect under Different Obstructed Conditions

The detection effect of the proposed method was compared with the methods in the
literature [17,19,23] for inspection images with different obstruction conditions. The results are shown
in Figures 9 and 10. It can be seen that the proposed method accurately located the self-shattering
defects of the insulators in both conditions, and had strong robustness.
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(a) (b) (c) (d) 

Figure 9. Comparison for insulators under the individual condition: (a) Literature [17] method;
(b) Literature [19] method; (c) Literature [23] method; (d) Proposed method.

(a) (b) (c) (d) 

Figure 10. Comparison for insulators under the obstructed condition: (a) Literature [17] method;
(b) Literature [19] method; (c) Literature [23] method; (d) Proposed method.

4.2.2. Detection Effects of Images with Different Background Complexities

The difficulty of self-shattering defect detection was different with different background
complexities. The inspection images with different background complexities were used to further
evaluate the performance of the proposed method. Experimental results are shown in Figure 11. It is
demonstrated that the proposed method accurately located the self-shattering defects in inspection
images with simple backgrounds and complex backgrounds.

 
(a) (b) 

Figure 11. Results under different background complexities: (a) Simple background; (b) Complex
background.

4.2.3. Self-Shattering Occurs at Both Ends of the Insulator String

The methods proposed in Reference [17,19] were not applicable for the situation where
self-shattering occurs at both ends of one insulator string. However, the experimental results of
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the proposed method and the method used in Reference [23] are illustrated in Figure 12. It can
be observed that literature [23] method got false self-shattering location, and the proposed method
detected the self-shattering defect at one end of the insulator string, whereas it misjudged the visual
vacancy on the other end, which led to error detection. From an operation and maintenance point of
view, missed detection may lead to missing a fault, which can cause safety risks, while false detection
may increase the workload of the secondary judgment. When the missed detection and the false
detection cannot be completely avoided, in contrast, the choice is false detection rather than missed
detection to improve safety. Therefore, the proposed method is more suitable for practical needs.

   

(a) (b) (c)

Figure 12. Detection result of self-shattering located at the end of insulator string: (a) Original image;
(b) Literature [23] method; (c) Proposed method.

According to the above analysis, we conclude that the proposed method accurately detected
and located the self-shattering defect of insulators in inspection images with different obstructed
conditions, different self-shattering positions and different background complexities, which means
that the proposed method had strong robustness.

4.3. Real-Time Performance and Precision

In order to analyze the real-time performance and detection precision of the proposed method,
67 inspection images of insulators with self-shattering defects were detected. The average time
consumption, precision and missing rate were used as evaluation indexes. They are defined in
Equations (14) and (15):

precision = TP/(TP + FP) (14)

missing rate = FN/(TP + FN) (15)

where TP represents the number of correctly located self-shattering insulators, (TP + FP) is the total
number of located self-shattering insulators, FN represents the number of undetected self-shattering
insulators, and (TP + FN) is the total number of self-shattering insulators.

The performances of the proposed method were compared with the methods in
References [17,19,23], as shown in Table 1.

Table 1. Comparison of performances of proposed method with methods in References [17,19,23].

Method
Precision

(%)
Missing Rate

(%)
Average Time

Consumption (s)

literature [17] 63.8 15.2 1.95
literature [19] 91.04 8.58 0.52
literature [23] 91.79 7.86 0.68

Proposed Algorithm 92.54 7.13 0.58

It was observed that the proposed method in this paper was superior to the method in
References [17,23], which reduced the average time consumption and the missing rate of detection,
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and improved detection precision. Furthermore, compared with the method proposed in Reference [19],
although our method took a slightly longer time, it had a higher precision and lower missing rate,
which is more in line with actual needs.

5. Conclusions

In this paper, a detection and localization method for self-shattering defects in twin glass
insulators, based on spatial features of connected regions, was proposed. In our method, firstly,
the insulators in the inspection images were segmented from complex backgrounds based on color
features, then insulator connected regions were marked, and finally insulators with defects could
be detected and located based on spatial features. The performance of the proposed method was
evaluated using inspection images under different conditions. Experimental results confirm that this
method is simple, effective, and has a wide application range as well as good real-time performance.

In addition, when insulator regions are severely obstructed, an independent connected region
based on the insulator umbrella skirt cannot be obtained, which results in poor performance of the
method. Thus, further research based on spatial features is needed for the localization and detection of
multiple and simultaneous bunch-drop faults in insulators.

Author Contributions: H.C., Y.Z., and Z.D. designed the system modeling and algorithm; H.C. and R.C.
performed the experiments; H.C. and D.W. analyzed the experimental results; H.C., Y.Z., R.C. and Y.W. wrote
this paper.

Funding: This study is supported by National Natural Science of Foundation of China (61773160, 61871182),
and National Natural Science Foundation of Hebei Province (F2017502016).

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Peng, X.; Qian, J.; Wang, K. Multi-sensor full-automatic inspection system for large unmanned helicopter
and its application in 500 kv lines. Guangdong Electr. Power 2016, 29, 8–15.

2. Wang, M.; Du, Y.; Zhang, Z. Research on UAV aided inspection and image recognition of insulator defects.
J. Electron. Meas. Instrum. 2015, 29, 1862–1869.

3. Guan, Z.; Wang, X.; Bian, X.; Wang, L.; Jia, Z. Analysis of causes of outdoor insulators damages on HV and
UHV transmission lines in China. In Proceedings of the IEEE Electrical Insulation Conference, Philadelphia,
PA, USA, 8–11 June 2014; pp. 227–230. [CrossRef]

4. Liao, S.; An, J. A robust insulator detection algorithm based on local features and spatial orders for aerial
images. IEEE Geosci. Remote Sens. Lett. 2015, 12, 963–967. [CrossRef]

5. Cui, J.; Cao, Y.; Wang, W. Application of an improved algorithm based on watershed combined with
krawtchouk invariant moment in inspection image processing of substations. Proc. CSEE 2015, 35, 1329–1335.
[CrossRef]

6. Zhao, Z.; Xu, G.; Qi, Y.; Liu, N.; Zhang, T. Multi-patch deep features for power line insulator status
classification from aerial images. In Proceedings of the International Joint Conference on Neural Network
(IJCNN), Vancouver, BC, Canada, 24–29 July 2016; pp. 3187–3194. [CrossRef]

7. Yang, L.; Jiang, X.; Hao, Y.; Li, L.; Li, H.; Li, R.; Luo, B. Recognition of natural ice types on in-service glass
insulators based on texture feature descriptor. IEEE Trans. Dielectr. Electr. Insulation 2017, 24, 535–541.
[CrossRef]

8. Jiang, H.; Jin, L.; Yan, S. Recognition and fault diagnosis of insulator string in aerial images. J. Mech.
Electron. Eng. 2015, 32, 274–278.

9. Zhang, S.; Yang, Z.; Huang, X.; Wu, H.Q.; Gu, Y.Z. Defects detection and positioning for glass insulator from
aerial images. J. Terahertz Sci. Electron. Inf. Technol. 2013, 11, 609–613.

10. Shang, J.; Li, C.; Chen, L. Location and detection for self-explode insulator based on vision. J. Electron.
Meas. Instrum. 2017, 31, 844–849.

11. Oberweger, M.; Wendel, A.; Bischof, H. Visual recognition and fault detection for power line insulators.
In Proceedings of the 19th Computer Vision Winter Workshop, Krtiny, Czech Republic, 3–5 February 2014;
pp. 1–8.

69



Energies 2019, 12, 543

12. Zhang, X.; An, J.; Chen, F. A method of insulator fault detection from airborne images. In Proceedings of
the 2nd WRI Global Congress on Intelligent Systems, Wuhan, China, 16–17 December 2010; pp. 200–203.
[CrossRef]

13. Wang, W.; Wang, Y.; Han, J. Recognition and drop-off detection of insulator based on aerial image.
In Proceedings of the 9th International Symposium on Computational Intelligence and Design, Hangzhou,
China, 10–11 December 2016; pp. 162–167. [CrossRef]

14. Zhang, J.; Han, J.; Zhao, Y. Insulator recognition and defects detection based on shape perceptual. J. Image
Graphi. 2014, 19, 1194–1201.

15. Lin, J.; Han, J.; Chen, F.; Xu, X.; Wang, Y. Defects detection of glass insulator based on color image. Power Syst.
Technol. 2011, 35, 127–133.

16. Shi, L. The Method of Image Detection on Defect Insulator in Transmission Line. Master’s Thesis, Department
of Control Engineering, North China Electric Power University, Beijing, China, March 2013.

17. Wang, Y.; Yan, B. Vision based detection and location for cracked insulator. Comput. Eng. Design 2014, 35,
583–587.

18. Jiang, Y.; Han, J.; Ding, J. The identification and diagnosis of self-blast defects of glass insulators based on
multi-feature fusion. Electr. Power 2017, 50, 52–58.

19. Zhai, Y.; Wang, D.; Zhang, M.; Wang, J.; Guo, F. Fault detection of insulator based on saliency and adaptive
morphology. Multimed. Tools Appl. 2017, 76, 12051–12064. [CrossRef]

20. Zhai, Y.; Wang, D.; Zhao, Z.; Cheng, H. Insulator string location method based on spatial configuration
consistency feature. Proc. CSEE 2017, 37, 1568–1577. [CrossRef]

21. Yao, C.; Jin, L.; Yan, S. Recognition of insulator string in power grid patrol images. J. Syst. Simul. 2012, 24,
1818–1822.

22. Jia, L.; Song, S.; Yao, L.; Li, H.; Zhang, Q.; Bai, Y.; Gui, Z. Image denoising via sparse representation over
grouped dictionaries with adaptive atom size. IEEE Access 2017, 5, 22514–22529. [CrossRef]

23. Zhai, Y.; Chen, R.; Yang, Q.; Li, X.; Zhao, Z. Insulator fault detection based on spatial morphological features
of aerial images. IEEE Access 2018, 6, 35316–35326. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

70



energies

Article

Adaptive Nonlinear Model Predictive Control of the
Combustion Efficiency under the NOx Emissions
and Load Constraints

Zhenhao Tang *, Xiaoyan Wu and Shengxian Cao

School of Automation Engineering, Northeast Electric Power University, Jilin 132012, China;
wuxiaoyanneepu@hotmail.com (X.W.); caoshengxian@neepu.edu.cn (S.C.)
* Correspondence: tangzhenhao@neepu.edu.cn

Received: 19 March 2019; Accepted: 1 May 2019; Published: 8 May 2019

Abstract: A data-driven modeling method with feature selection capability is proposed for the
combustion process of a station boiler under multi-working conditions to derive a nonlinear
optimization model for the boiler combustion efficiency under various working conditions. In this
approach, the principal component analysis method is employed to reconstruct new variables as the
input of the predictive model, reduce the over-fitting of data and improve modeling accuracy. Then,
a k-nearest neighbors algorithm is used to classify the samples to distinguish the data by the different
operating conditions. Based on the classified data, a least square support vector machine optimized
by the differential evolution algorithm is established. Based on the boiler key parameter model,
the proposed model attempts to maximize the combustion efficiency under the boiler load constraints,
the nitrogen oxide (NOx) emissions constraints and the boundary constraints. The experimental
results based on the actual production data, as well as the comparative analysis demonstrate: (1)
The predictive model can accurately predict the boiler key parameters and meet the demands of
boiler combustion process control and optimization; (2) The model predictive control algorithm can
effectively control the boiler combustion efficiency, the average errors of simulation are less than 5%.
The proposed model predictive control method can improve the quality of production, reduce energy
consumption, and lay the foundation for enterprises to achieve high efficiency and low emission.

Keywords: Combustion efficiency; NOx emissions constraints; boiler load constraints; least square
support vector machine; differential evolution algorithm; model predictive control

1. Introduction

Large inertia and time delay of the coal-fired boiler burning process leads to a complicated
model for a power station boiler. This makes its direct control difficult [1]. The combustion situation
could be directly described with the boiler combustion efficiency. Thus, it could be considered as
an important feature for boiler control and optimization. On the other hand, nitrogen oxides (NOx)
generated from combustion emissions are known as significant environmental pollutants [2]. Thus,
combustion optimization should be considered due to the economy and safety necessities. A high
precision predictive model is required for combustion optimization.

Mechanism models, statistic models, and data-driven models are the three main models that
have been proposed in the literature for the estimation of boiler combustion efficiency. A variety of
mechanism models have been derived for the boiler combustion efficiency using the physical principles.
For example, the superiority of a gray-box system identification method to the computational
fluid dynamics (CFD) method for NOx emission modeling in a coal-fired power plant has been
demonstrated [3]. An energy balancing-based model has been employed in Reference [4] to propose
an effective method for the boiler combustion efficiency estimation. According to the experimental
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results presented in these papers, a good approximation could be achieved through the proposed
models under certain constraints, however, their performance could be influenced by real operation
parameters. This limits their application in practical production. Accordingly, employing these models
in modern control methods is difficult. Several statistics-based models have been proposed for boiler
combustion efficiency prediction in the literature [5–7]. In Reference [5], an autoregressive integrated
moving average (ARIMA) model has been proposed, based on simulation data to predict the boiler
combustion efficiency. The thermodynamic principles have been employed to develop a dynamic
model for an ultra-supercritical coal-fired once-through boiler-turbine unit [6]. In Reference [7],
the prediction accuracy of the boiler combustion efficiency has been verified through a partial least
squares (PLS) model. Despite their simplicity and usefulness, these models are too sensitive to
measurement errors. This makes them unsuitable for designing a model-based controller. Various
data-driven models have been utilized in optimization-based controllers. Artificial neural networking
(ANN) [8], back-propagation (BP) [9], and multilayer perceptron (MLP) neural networks [10] have
been employed to predict the boiler combustion efficiency. Although the prediction accuracy of
these models is satisfactory, over-fitting phenomena could have occurred in them. Moreover, a least
square support vector machine (LSSVM) model has been extracted from the real data to obtain the
optimal combustion parameters [11,12]. Here, the LSSVM was employed to construct the boiler load,
the NOx emissions, and the boiler combustion efficiency models of the coal-fired boiler. Moreover,
the differential evolution (DE) algorithm has been utilized for online optimization of the LSSVM
parameters for different problems.

The experimental simulation data has been collected from the supervisor information system (SIS)
or distribution control system (DCS). To improve the prediction accuracy and reduce the computation
time, principal component analysis (PCA) has been selected to process the experimental data [13,14].
In addition, different operating conditions could be distinguished via the k-nearest neighbor (KNN)
classifier. Accordingly, the modeling prediction accuracy could be improved.

Various predictive model-based optimization methods have been utilized to control the boiler
combustion efficiency. In Reference [15], a new hybrid jump particle swarm optimization (PSO)
algorithm has been proposed to tune the proportional integral (PI) controller that has been designed for
the boiler-turbine unit control. Moreover, a genetic algorithm (GA) has been utilized to obtain
the optimal controller parameters of the low NOx emissions in the presence of the invariable
load [16]. The active disturbance rejection controller (ADRC) was proposed by Han, and it had
a large stability margin and bandwidth. However, the method required the control torque disturbance
to be set [17]. A new hybrid model-free control and virtual reference feedback tuning (MFC-VRFT)
method was ƒ proposed to solve the complex problem of traditional controllers. This method can
solve the controller optimization problem well. However, multiple PI controller parameters must be
considered [18]. To improve the boiler efficiency under the load constraint by finding the optimal
parameters, the DE algorithm has been employed too [19–22]. Due to its highly robust performance,
the model predictive control (MPC) has been employed in various control applications, such as civil
engineering control [19,20], machinery manufacturing control [21] and steel industry control [22].

Improving the boiler combustion efficiency under NOx emissions and load constraints by using
a nonlinear adaptive model predictive controller is the main goal of the current paper. A DE-based
LSSVM algorithm and the feature selection approach are employed to extract appropriate models
for the NOx emissions, the boiler load, and the boiler combustion efficiency for different operation
conditions. This predictive model is employed to present an optimization model for improving boiler
combustion efficiency under NOx emissions and boiler load constraints. Finally, a DE algorithm is
utilized for solving the optimization model or equivalently finding the optimal control parameters.

This paper is organized as follows. The boiler combustion process is illustrated in Section 2.
A nonlinear predictive model for the coal-fired boiler is extracted in Section 3 and its performance
is validated through appropriate comparative models. An optimized output control scheme for
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the coal-fired boiler is presented in Section 4. The effectiveness of the proposed control structure is
investigated through simulations. The concluding remarks are given in Section 5.

2. Background

A super-critical 600MW coal-fired boiler produced by the Harbin Boiler Plant Limited Liability
Company is considered. The coal preparation system, the burner, the heating surface, and the air
preheater are its main components. The boiler production process is shown in Figure 1. And the
relation variables measurement points are marked in the figure. The coal in the coal hopper is fed into
the coal mill via a belt conveyor, the pulverized coal and the primary air mixture via the milling system
are fed into the combustion chamber. The steam generator combustion releases energy to produce
saturated steam. Then, the superheated steam of a specific temperature is collected into main-pipe
steam via the superheater, the superheated steam with a certain pressure enters the turbine’s cylinder
to drive the generator to generate electricity. Meanwhile, the flue gas is generated in the combustion
process. In addition, to convert saturated steam into superheated steam, preheated air is preheated by
boiler feed water and the air preheater via the economizer.

Flue gas is extracted from the boiler through the appropriate exhaust fans. The flue dust is
separated from the electrostatic precipitate after exhausting flue gas into the atmosphere via an 80m
high stack. The bottom ash (slag) and the flue dust are disposed of via the hydraulic system and
transported through the pipelines to the landfill. When the furnace flame temperature rises above
900 ◦C in the boiler combustion process, the coal undergoes thermal decomposition and is further
oxidized into NOx, accompanied by the reduction reaction of NOx. The producing and reducing
NOx are not only related to the characteristics of coal, the state of NOx in coal, the distribution ratio
of nitrogen in volatile and coke during nitrogen thermal decomposition of coal and their respective
components, but is also related to the oxygen concentration and combustion temperature. The NOx
produced by the coal combustion in the boiler is discharged from the chimney into the surrounding
environment. It could be harmful to the atmosphere and the environment. Moreover, the boiler load
leads to unsafe boiler running and a low fuel utilization ratio. Therefore, the operation variables should
be controlled to achieve the optimal boiler combustion efficiency under the NOx emissions and boiler
load constraints. It leads to an interesting research area.

Figure 1. The description of coal-fired boiler production process.

3. Nonlinear Dynamic Prediction Model

The NOx emissions, the boiler load, and the boiler combustion efficiency could be described
through nonlinear dynamic prediction models. These models are described in this section. The PCA
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algorithm is employed to reconstruct new variables as the predictive model inputs (see Section 3.1).
This provides relevant information on the input parameters. The basic principles of the KNN classifier
are introduced in Section 3.2. The prediction model is constructed in Section 3.3. The evaluation indices
for model performance verification are defined in Section 3.4. Finally, the prediction performance of
the proposed model is verified in Section 3.4.

3.1. Data Selection

The boiler efficiency, boiler load and NOx emission depend on various parameters, such as the
coal feed, the main feed-water flow, the primary airflow, and the secondary airflow. The combustion
mechanism and empirical analysis give eighteen boiler parameters that are gathered from the DCS.
These parameters are defined in Table 1. The parameter name in the table is important related variables
of the boiler efficiency (B), boiler load (L) and NOx emissions (Nx). Since the mentioned parameters
have a different range, the data should be standardized. This improves the prediction accuracy. All the
data are scaled according to the following equation:

Sk
n =

Xk
n − 1

K
∑K

k=1 Xn
k√

1
K−1

∑K
k=1 (X

n
k − 1

K
∑K

k=1 Xn
k )

2
(1)

where Sn
k represents the n dimensional production parameters under data standardization, Xn

k represents
the meta-data with the dimension n for the kth sample, and K is the number of the data set.

Table 1. The main boiler parameters.

Name Nomenclature Symbol Unit Classical

Input variable

Controllable
variable

Coal feed Fc t/h B/L/Nx
Main feed-water flow M t/h B/L/Nx
Coal mill inlet airflow A A1 t/h B/L/Nx
Coal mill inlet airflow B A2 t/h B/L/Nx
Coal mill inlet airflow C A3 t/h B/L/Nx
Coal mill inlet airflow D A4 t/h B/L/Nx
Primary air flow Pa t/h B/L/Nx
Secondary air flow S t/h B/L/Nx

State variable

The flue gas oxygen content A O1 % B/Nx
The flue gas oxygen content B O2 % B/Nx
Coal mill inlet temperature A T1

◦C B
Coal mill inlet temperature B T2

◦C B/Nx
Coal mill inlet temperature C T3

◦C B
Coal mill inlet temperature D T4

◦C B/Nx
Furnace pressure P Pa B

Output variable
NOx emissions in flue gas Nx mg/m3

Boiler combustion efficiency B %
Boiler load L MW

Due to the interaction between these parameters, the obtained prediction accuracy is low. Thus,
the PCA method is employed for generating the required input for the prediction model and reducing
the input dimension. The input variables are composed of controllable variables and state variables.
Fc, M, A1, A2, A3, A4, Pa, S are the most representative control variables in Table 1.

3.2. Classification of Operating Conditions

The actual production process runs under several operating conditions, and their parameters may
change. Thus, a KNN algorithm is applied to separate different operating conditions. The K-value
selection, distance measurement and the classification rule are three main stages in the KNN
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classification method. Firstly, the KNN algorithm selects the K value of the fixed sample data
via cross-validation. Secondly, the distance measurement function is carried out for different operating
conditions. The Euclidean distance describing with the following equation is selected for the distance
measurement:

d1,2 =

√√ n∑
l=1

(S1l − S2l)
2 (2)

where d1,2 is the Euclidean distance between two actual production parameters with the dimension n,
and S1l and S2l are the lth components of their corresponding standard deviations.

The test set is input and compared with a training set, the corresponding feature when the data
and label in the training set are thus known. Corresponding features are determined by computing the
Euclidean distance between the objects as a non-similarity index objects. Finally, the majority voting
method is employed to classify the new sample data, and the corresponding model is utilized for the
prediction. The greedy algorithm is employed to distinguish different operating conditions from the
standard deviation distance of the clustering center. The sample data are divided into two groups.
In this study, the boiler combustion efficiency, the boiler load, and the NOx emissions are considered
as the operation conditions, respectively.

3.3. Construction of the Predictive Model

The LSSVM is adopted to construct the predictive model while the DE algorithm is utilized to
find the optimal parameters of the LSSVM. The boiler load, NOx emissions and boiler combustion
efficiency are divided into the H group data under the classified working conditions, then step 1 to
6 is executed, respectively. Each set of data represents a class of working conditions. The flowchart
of the DE-based LSSVM (DELSSVM) algorithm is shown in Figure 2. The measurement models
under corresponding working conditions are established by using the DE algorithm to the optimal
LSSVM method. A description of the relationship between the input parameters and the boiler major
parameters is given below:

Step 1: Divide data 1 (the NOx emissions samples set), data 2 (the boiler combustion efficiency
samples set), and data 3 (the boiler load samples set) into training and test data, in accordance with the
H groups operating conditions.

Step 2: Initialize the DE swarm randomly within the search space and adjust these parameters:
Np as the population size, D as the population dimension, g as the iteration number, G as the maximum
iterations, F and CR as the alternating and mutant probabilities, C and σ2 as the regularization and
kernel parameters (Np = 500, D = 2, G = 1000, F = 0.7, CR = 0.9 are considered in this paper).

Step 3: Construct the LSSVM model using each individual correspondent with the kernel
parameters value of the LSSVM and the model data of the hth working conditions, the predictive
model number of Np are obtained by training, radial based function (RBF) kernel function is used in
the LSSVM model:

f (x) =
K∑

k=1

ahK(xk, x) + b k = 1, 2, . . . , K (3)

K(xk, x) = exp

∣∣∣∣∣∣( ‖xk − x‖2
2σ2 )

∣∣∣∣∣∣ (4)

where f (x) is the predictive value, ah and b represent model parameters, xk is the hth input parameter of
the training sample, K is the number of training sets, K(xk, x) are the LSSVM kernel parameters, σ2 is
the width of the RBF function, and the DE algorithm is used to obtain σ2.

Step 4: Calculate the prediction root mean square error (ε(k)) for every particle ( f (k)) as:

ε(k) =

√√√
(

N∑
k=1

∣∣∣Yk − f (xk)
∣∣∣2)/N (5)
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where Yk is the kth true value and f (xk) is the kth prediction value, and N is the number of data sets.
Step 5: If g = G, stop the algorithm and go to Step 6. Otherwise, update the particles according to

Equations (6)–(8) and return to Step 3.

Vj,g+1 = xj,g + F(xbest.g − xj,g) + F(xr1,g − xr2,g)

g = 1, . . . , G, j = 1, . . . , N
(6)

Ui
j,g+1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Vi

j,g, randi( j) ≤ CR, i = randnj

xi
j,g, randi( j) > CR, i � randnj

i = 1, 2, . . . , D, g = 1, . . . , G, j = 1, . . . , N

(7)

xj,g+1 =

⎧⎪⎪⎨⎪⎪⎩
Uj,g, f (Uj,g) < f (xj,g)

xj,g, f (Uj,g) ≥ f (xj,g)

g = 1, . . . , G, j = 1, . . . , N

(8)

where Vj,g+1 is the jth individual in the (g + 1)th iteration; xbest,g is the best individual in iteration
g; j, r1, r2 are different random integer numbers in the interval [1, Np]; F∈ [0, 2] is the alternating
probability;Ui

j,g+1 is the jth individual in the (g + 1)th iteration and the dimension parameter of the ith
individual; rand () means a random number witha uniform distribution in the interval [0, 1]; CR∈ [0, 1]
is the crossover probability and f (*) is the individual fitness function value.

Step 6: Calculate the optimal penalty factor C and the kernel function σ2 as well as the predictive
model output.

 
Figure 2. Flowchart of the differential evolution-based least square support vector machine
(DELSSVM) algorithm.
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The model input variables are composed of state variables and controllable variables given in
Table 1. And the prediction models for the boiler combustion efficiency, the NOx emissions and boiler
load for different operating conditions are described as:

YB,h = f (Fc, M, A1, A2, A3, A4, Pa, S, O1, O2, T1, T2, T3, T4, P, σ2
B, wB, C, ei,B, ai,B, bB, B∗) (9)

YNx,h = f (Fc, M, A1, A2, A3, A4, Pa, S, O1, O2, T1, T2, σ2
Nx

, wNx , CNx , ei,Nx , ai,Nx , bNx , N∗x) (10)

YL,h = f (Fc, M, A1, A2, A3, A4, Pa, S, σ2
L, wL, CL, ei,L, ai.L, bL, L∗) (11)

where YB,h, YNx,h and YL,h are the predicted values for the boiler efficiency, the NOx emissions and the
boiler load under the hth operating condition, respectively; Fc, M, A1, A2, A3,A4, Pa, S, O1, O2,T1, T2,
T3, T4, P are the corresponding symbols for operating parameters given in Table 1; σB

2, σ2
Nx

and σ2
L are

the kernel parameters of boiler efficiency, NOx emissions and boiler load, respectively; wB, wNx and
wL are the weight vectors of boiler efficiency, NOx emissions and boiler load, respectively; ei,b, ei,Nx and
ei,L are the loss functions of the boiler efficiency, NOx emissions and boiler load, respectively; ai,B, ai,Nx
and ai,L are the lagrange multipliers of boiler efficiency, NOx emissions and boiler load, respectively;
bB, bNx and bL are the constants of boiler efficiency, NOx emissions and boiler load, respectively; Nx*,
B* and L* are the previous values for the boiler combustion efficiency, the NOx emissions and the boiler
load (at previous sample time), respectively.

3.4. Model Validation and Analysis

3.4.1. Experiment Setup

The experimental data collected from the distribution control system (DCS) in the power plant
are defined in Table 2. The positive balance method is adopted to calculate the boiler efficiency
according to the relevant factors (input variables) of boiler efficiency. The input variables of boiler
efficiency are shown in Table 1. The input variables of the predictive model are obtained according to
Equations (9–11) under two operating conditions. All of these simulations are performed through the
MATLAB R2014a environment on a PC with Intel Core TM i5 (2.50 GHz) processor, and 2.0 GB RAM,
and Windows 10 32bit operating system.

Table 2. Dataset1.

Parameter
Number (Condition 1) Number (Condition 2)

Nx B L Nx B L

Train data (samples) 800 800 800 600 600 600
Test data (samples) 300 300 300 270 270 270

Sample Interval (min) 1 1 1 1 1 1
Input variable 13 16 9 13 16 9

Output variable 1 1 1 1 1 1

3.4.2. The Model Performance Evaluation Indicators

To compare the performance of the proposed model with other models, three evaluation indicators
are defined in Table 3. These indicators could evaluate model prediction accuracy. These indicators
include mean absolute error (MAE), mean absolute percentage error (MAPE), root mean square error
(RMSE). These indicators can evaluate the average prediction ability of the model for each data point.
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Table 3. The indicators for the model performance evaluation.

Metric Definition Equation

MAE Mean absolute error MAE = (
∑K

k=1

∣∣∣Yk − Ŷk
∣∣∣)/K

MAPE Mean absolute percentage error MAPE = (
∑K

k=1

∣∣∣Yk − Ŷk
∣∣∣/Yk)/K

RMSE Root mean square error RMSE =

√
(
∑K

k=1

∣∣∣Yk − Ŷk
∣∣∣2/(K − 1))

3.4.3. Experimental Result Analysis

In this section, the approach DDMMF is proposed as the predictive model in this paper,
the prediction performance of the proposed model is compared with the ARIMA model in Reference [5],
the PLS model in Reference [7], and the MLP model in Reference [10]. In the first case, the predicted
results of the proposed model for operating condition 1 are compared with the corresponding ones
obtained from the MLP, ARIMA and PLS models. The predicted values for the boiler combustion
efficiency, the NOx emissions, and the boiler load for different prediction models are shown in Figure 3,
while their corresponding prediction errors are compared in Figure 4. The evaluation indicators
obtained for these predicted values are compared for various prediction models. These comparative
results are given in Table 4. The predicted values for operating condition 2 are compared in Figure 5,
while their corresponding prediction errors are given in Figure 6. Table 5 compares the prediction
evaluation indicators for operating condition 2.

For operating condition 1, the best fit to the real values was achieved by the DDMMF algorithm (see
Figures 3 and 4). Moreover, Table 4 demonstrates that the smallest evaluation values, or equivalently,
the best prediction capability could be obtained by the proposed method. The same results for operating
condition 2 could be derived from Figures 5 and 6 and Table 5. In summary, the following quantitative
results could be obtained from these simulations.

 
Figure 3. The predicted values obtained from different prediction models for operating condition 1.
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Figure 4. The prediction errors obtained from different prediction models for operating condition 1.
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Table 4. The prediction evaluation indicators of different objects for different models in operating
condition 1.

NOx Emissions Boiler Load Boiler Efficiency

Model
MAE

(mg/m3)
RMSE

(mg/m3)
MARE (%)

MAE
(MW)

RMSE
(MW)

MARE
(%)

MAE
(%)

RMSE
(%)

MARE (%)

DDMMF 1.697 13.466 4.9 × 10−4 0.001 4.244 0.001 0.010 0.162 7.3 × 10−5

MLP 1.766 14.138 9.4 × 10−4 0.029 11.567 0.011 0.058 0.184 2.0 × 10−4

ARIMA 2.559 28.249 1.9 × 10−3 3.520 21.563 0.789 0.040 0.712 5.1 × 10−4

PLS 2.321 15.844 3.0 × 10−3 0.963 35.940 0.631 0.118 1.628 2.8 × 10−4

 
Figure 5. The predicted values obtained from different prediction models for operating condition 2.
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Figure 6. The prediction errors obtained from different prediction models for operating condition 2

Table 5. The prediction evaluation indicators of different objects for different models in operating
condition 2.

NOx Emissions Boiler Load Boiler Efficiency

Model
MAE

(mg/m3)
RMSE

(mg/m3)
MARE

(%)
MAE
(MW)

RMSE
(MW)

MARE
(%)

MAE
(%)

RMSE
(%)

MARE (%)

DDMMF 1.518 1.674 0.329 0.519 1.789 0.003 0.021 0.474 1.5 × 10−4

MLP 1.883 7.832 1.899 4.683 6.649 0.012 0.149 2.975 8.4 × 10−4

ARIMA 5.405 15.062 1.054 0.001 6.634 0.005 0.128 0.981 3.7 × 10−4

PLS 2.321 16.946 2.443 0.115 4.630 0.005 0.065 0.684 5.4 × 10−4

The prediction accuracy of the DDMMF model was better than the corresponding one obtained
with the MLP, ARIMA and PLS models. For example, in case of operating condition 1 compared
with the other predictive models, the MAE indicator of the DDMMF model for the NOx emissions
prediction reduced by 0.391%, 33.685% and 26.885%, respectively; the RMSE indicator was diminished
by 4.753%, 52.331% and 15.009%, respectively; and the MARE indicator decreased by 48.320%, 74.557%
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and 83.602%, respectively. The runtime of the comparison models was 46.426 s, 52.678 s and 38.124 s,
respectively. And the runtime of the DDMMF model was only 27.844 s. In this case, the MAE
indicator of the DDMMF model for the boiler load prediction decreased by 88.928%, 73.028% and
67.557%, respectively; the RMSE indicator reduced by 23.228%, 73.028% and 28.179%, respectively;
and the MARE indicator decreased by 51.754%, 61.357% and 19.373%, respectively. The runtimes
of the comparison models were 40.128 s, 43.324 s and 38.421 s, respectively. The runtime of the
DDMMF model was only 30.564 s. Similarly, for the boiler combustion efficiency, the MAE of the
DDMMF model reduced by 96.551%, 99.715% and 99.896%, respectively; the RMSE diminished by
63.318%, 40.707% and 35.653%, separately; and the MARE decreased by 62.630%, 94.816% and 93.517%,
respectively. The runtimes of the other models were 36.345 s, 32.157 s and 38.657 s, respectively.
The runtime of the DDMMF model was only 25.625 s. Similar results were obtained for operating
condition 2, the MAE indicator of DDMMF model for the NOx emissions prediction diminished
by 19.343%, 71.906% and 44.512%, respectively; the RMSE indicator reduced by 78.628%, 88.887%
and 90.123%, respectively; and the MARE indicator decreased by 82.696%, 68.832% and 86.545%,
respectively. The runtimes of other models were 36.175 s, 38.620 s and 32.265 s, respectively. The runtime
of the DDMMF model was only 28.658 s. For the same operating condition and boiler load prediction,
a 88.928%, 73.028% and 67.557% decrease in the MAE indicator of DDMMF model, a 23.228%, 73.028%
and 28.179% decrease in the RMSE indicator and a 51.754%, 61.357% and 19.373% decrease in the
MARE index was obtained, respectively. The runtimes of the comparison models were 34.659 s, 33.674 s
and 35.658 s, respectively. The runtime of the DDMMF model was only 29.467 s. Finally, the boiler
combustion efficiency prediction showed a 85.998%, 83.661% and 67.915% reduction in the MAE
indicator of the DDMMF model, 84.067%, 51.682% and 30.702% decrements in the RMSE index and
a 82.196%, 59.790% and 72.201% reduction in the MARE index, respectively. The runtimes of other
models were 48.554 s, 52.214 s and 43.248 s, respectively. The runtime of the DDMMF model was
only 19.248 s. The results of the present study indicate that the algorithm improved of the modeling
accuracy and counting efficiency.

4. Adaptive Nonlinear Model Predictive Control of the Boiler Combustion Efficiency

The model predictive control (MPC) of the boiler combustion efficiency is described in this section.
The overall control structure, including the prediction model, the rolling optimization, as well as the
feedback correction is illustrated in Section 4.1. The rolling optimization and feedback correction
are discussed in Sections 4.2 and 4.3, respectively. The validation of the designed model predictive
controller is performed in Section 4.4.

4.1. The Structure of the Proposed Model Predictive Controller

The MPC algorithm consists of the prediction model, rolling optimization and feedback correction
as shown in Figure 7. The LSSVM-based prediction model is optimized via the DE algorithm. Predictive
models are provided for the NOx emissions, the boiler load, and the boiler combustion efficiency to
predict the boiler combustion efficiency under the NOx emissions and the boiler load. Historical data
and current production information are employed to predict the relevant object values at the current
time. Then, the prediction information of the DDMMF is adopted to establish rolling optimization.
The optimal controller parameters are obtained by solving this rolling optimization problem. This gives
maximum boiler combustion efficiency under the NOx emissions and the boiler load constraints.
Feedback correction is utilized to improve the proposed model accuracy.
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Figure 7. The proposed model predictive control structure.

4.2. Rolling Optimization

Rolling optimization is designed to obtain the optimal values of the controller parameters.
The minimum control errors between the control output and expected value of boiler efficiency is taken
as the control objective. The control constraints consist of three parts: (1) The error of NOx emission
control output and expected output must be within 5%; (2) the error of boiler load control output and
expected output must be within 5%; and (3) the control variables must satisfy the boundary constraints.
The control output value of the NOx emissions and boiler load, and the optimal control variables
are output when the control errors of the NOx emissions and boiler load meets the constraints and
minimum requirements of the control objectives. The maximum boiler efficiency can be obtained by
reasonably allocating control variables. The boiler load expected value is the actual operation value,
the boiler is in a stable operation state when the boiler load control output can better follow the expected
curve. As a result, the maximum boiler combustion efficiency is constructed by considering load
constraints, pollutant emission constraints and boundary constraints could be obtained. An appropriate
performance index is minimized to determine the control increment, such that p future output values
of boiler efficiency YB, track the desired value of the boiler combustion efficiency ωB. The boiler
combustion efficiency is considered as the performance index of the MPC controller for achieving the
rolling optimization. Thus, the following rolling optimization problem is defined:

min
(∑p

s=1

(
YB −ωs

B

))
s.t.YB,h = f (Fc, M, A1, A2, A3, A4, Pa, S, O1, O2, T1, T2, T3, T4, P, σ, wB, C, ei, ai, b, B∗)

YNx,h = f (Fc, M, A1, A2, A3, A4, Pa, S, O1, O2, T1, T2, σ, wNx , C, ei, ai, b, N∗x)
YL,h = f (Fc, M, A1, A2, A3, A4, Pa, S, σ, wL, C, ei, ai, b, L∗)

YMh
Nx,h ≤ YNx,h ≤ YUh

Nx ,h , YMh
L,h ≤ YL,h ≤ YUh

L,h , uMh
h ≤ uh ≤ uUh

h , s = 1, 2, . . . , p, h = 1, 2

(12)

where ωs
B is the desired output value of the boiler efficiency under the sth minimization function.

p denotes the horizon of the minimization. YB,h denotes the boiler combustion efficiency predicted value
in the presence of the controlincrement for the hth operating condition. YMh

Nx,h is the allowed minimum

value limit value of the NOx emissions under the hth operating condition; YUh
Nx,h is the upper limit value

of the NOx emissions under the hth operating condition. YMh
L,h is the lower bound of the load under the

hth operating condition; YUh
L,h is the upper bound of the load under the hth operating condition. uMh

h is

the allowed minimum value limit value of the control variables under the hth operating condition; uUh
h

is the upper bound of the control variables under the hth operating condition; u is the control variable.
To solve the rolling optimization problem and find the optimal controller parameters, a DE

algorithm is utilized (its flowchart is given in Figure 8). According to Figure 8, the algorithm is given
as follows.
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Step 1: The data is read. Then, the sampling time of the predictive model is determined to meet
the rolling optimization requirements.

Step 2: The DE algorithm is initialized. The control variable is calculated as:

u = um +
P∑

i=1

di(ωB − y(i)) (13)

Now, the particle denotes the mth control variable, including Fc, M, A1, A2, A3, A4, Pa, S.
Step 3: The Nx and the L for any particle are calculated according to Equation (5).
Step 4: If the Nx and the L requirements are satisfied, go to Step 5. Otherwise, set the relative

particle fitness to 1000 and go to Step 6.
Step 5: Compute the boiler combustion efficiency of each particle. Now, calculate the fitness

through the following equation:

ε(k) =

√√√√
(

p∑
k=1

∣∣∣YB −ωk
B

∣∣∣2/(p− 1)) (14)

where YB denotes the predicted boiler combustion efficiency of the kth predictive mode; ωk
B is the

desired boiler combustion efficiency at time k.
Step 6: Search the minimum fitness value.
Step 7: If the stopping condition is satisfied, stop the algorithm and show the optimal controller

parameters, as well as the optimal fitness value. Otherwise, go to Step 8.
Step 8: If g = G, show the optimal controller parameters and the fitness value and stop the

algorithm. Otherwise, go to Step 9.
Step 9: Update particles according to Equations (6)–(8). Set g = g + p and return to Step 3.

 
Figure 8. The rolling optimization flowchart.
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4.3. Feedback Correction

The NOx emissions and the boiler load are affected by serious factors, such as fuel combustion
and operating condition. Then, the model correction strategy is employed to guarantee the predictive
model accuracy. In other words, recent data is applied to reconstruct the predictive model when
the prediction errors of the actual NOx emissions, the actual boiler load and the boiler combustion
efficiency are larger than 5%. The predictive model inaccuracy could be corrected through the model
correction strategy. Therefore, the optimal results can be obtained via the model predictive control.

4.4. Validation of the Model Predictive Control Results

4.4.1. Experiment Setup

The model predictive control experimental data are shown in Table 6. The input variables of the
predictive control model are obtained according to Equation (12) under two operating conditions.

Table 6. Dataset2.

Parameter
Number (Condition 1) Number (Condition 2)

Nx B L Nx B L

Test data (samples) 300 300 300 270 270 270
Sample Interval (min) 1 1 1 1 1 1

Input variable 13 16 9 13 16 9
Output variable 1 1 1 1 1 1

4.4.2. Experimental Result Analysis

In this study, the model predictive control strategy is employed to maximize boiler
combustion efficiency under two operating conditions. To verify the proposed method performance,
some experiments were performed using the real production data. The data sets under the two
operating conditions are described in Table 7. The experimental results are given in Figures 9 and 10.
The obtained results under the first and the second operating conditions are shown in Figures 9
and 10, respectively. Figure 9, Figure 10, and Table 7 demonstrate the superiority of the proposed
model predictive controller (BMPC) to the proportion-integral-derivative (PID) controller. The as
seen in Figures 9 and 10, with the model predictive control algorithm using in the boiler, it could be
concluded that the NOx emissions control output values and boiler load control output values when
the control variables were reasonably matched, which could follow the trajectory of a given curve
better. In combination with Table 7, the boiler efficiency could be improved by adjusting the control
values, when the NOx emissions control output errors and the boiler load control output errors were
both within ±5% under the two different operating conditions. The control output error was between
the predicted value under the optimal variable and the expected value. The NOx emissions and boiler
load were the predicted output values of the test data using the DDMMF method. The expected values
of boiler efficiency were the actual values plus a 1.5% smoothing filter, the expected values of the NOx
emissions were the actual values minus 10, and the expected values of the boiler load were the actual
output values. We can see from Table 7, the proposed approach compared with the PID controller
could improve boiler efficiency by 1.613 percent and reduce NOx emissions by 1.887 percent for the
first operating condition. In addition, it could improve boiler efficiency by 1.136 percent and reduce
NOx emissions by 2.166 percent for the second condition, when the control variables satisfied the
boundary constraints and the NOx emissions control output error and boiler load control output error
were both within ±5%. Thus, based on the boiler key parameter model (NOx emissions, boiler load,
boiler efficiency), the boiler combustion efficiency rolling optimization model was constructed by
considering load constraints, pollutant emission constraints and boundary constraints, and the optimal
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controller parameters were calculated via an optimization model solved by the DE algorithm. Finally,
the proposed BMPC provided effective tools for the operators.
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Figure 9. Theresults obtained with the model predictive control under operating condition 1.
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Figure 10. The results obtained with the model predictive control under operating condition 2.

Table 7. Data description.

Description

The Predictive
Control Error of
NOx Emissions /
Boiler Load (%)

The Percentage of
NOx Emissions

Decline by BMPC

The Percentage of
Boiler Efficiency

Improvement by BMPC

Number of
Samples

the operation
condition 1

−4.911~4.969 1.887 1.613 300

the operation
condition 2

−4.989~4.995 2.166 1.136 270

5. Conclusions

In this paper, a nonlinear model predictive control approach for different operating conditions
was proposed to maximize the boiler combustion efficiency in the presence of the NOx emissions
and the boiler load variations. This approach had five distinctive features: (1) PCA was employed
to generate the required input for the prediction model and reduce the input dimension; (2) the
KNN classifier was utilized to deal with various working conditions; (3) the LSSVM parameters
were dynamically optimized by the DE algorithm, and additionally, the model output value was
compensated to improve the prediction accuracy; (4) the optimal values of the control variables were
obtained using the proposed adaptive nonlinear predictive control approach; (5) considering the boiler
combustion efficiency, the NOx emissions, and the boiler load, the DE algorithm was employed to
solve the rolling optimization problem. Experimental verification based on the practical data was
carried out to verify the performance of the proposed method. According to the obtained results,
both the modeling and controlling were effective. The DDMMF model could accurately predict the
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different objects under different operation conditions. The BMPC control strategy, based on DDMMF
model, was proposed to improve the quality of production and reduce energy consumption, and to
lay the foundation for a power enterprise to bring high efficiency and low emission. This provides
an appropriate method that could be employed in production applications.

Future research will be dedicated to selecting the appropriate kernel function of the LSSVM under
different conditions to meet the modeling requirement and improve the predictive performance of
the DDMMF.
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Acronyms

NOx Nitrogen Oxides CFD Computational fluid dynamics
ARIMA Autoregressive integrated moving average PLS Partial least squares
ANN Artificial neural networking BP Back-propagation
MLP Multilayer perceptron LSSVM Least square support vector machine;
DE Differential evolution SIS Supervisor information system
DCS Distribution control system PCA Principal component analysis
KNN Kth Nearest Neighbor PSO Particle swarm optimization
GA Genetic algorithm ADRC Active disturbance rejection controller

MFC-VRFT
Model-Free control and virtual reference
feedback tuning

MPC Model predictive control

B Boiler efficiency L Boiler load
Nx NOx emissions DELSSVM DE-based LSSVM
MAE Mean absolute error MAE Mean absolute error
RMSE Root mean square error MAPE Mean absolute percentage error

DDMMF
A data-driven modeling method with feature
selection capability

BMPC Model predictive controller

PID Proportion-integral-derivative RBF Radial based function
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Abstract: This paper presents a unique integrated approach to meter placement and state estimation
to ensure the network observability of active distribution systems. It includes observability checking,
minimum measurement utilization, network state estimation, and trade-off evaluation between the
number of real measurements used and the accuracy of the estimated state. In network parameter
estimation, observability assessment is a preliminary task. It is handled by data analysis and
filtering followed by calculation of the triangular factors of the singular, symmetric gain matrix
using an algebraic method. Usually, to cover the deficiency of essential real measurements in
distribution systems, huge numbers of virtual measurements are used. These pseudo measurements
are calculated values, which are based on the network parameters, real measurements, and forecasted
load/generation. Due to the application of a huge number of pseudo-measurements, large margins of
error exists in the calculation phase. Therefore, there is still a high possibility of having large errors in
estimated states, even though the network is classified as being observable. Hence, an integrated
approach supported by forecasting is introduced in this work to overcome this critical issue. Finally,
estimation of the trade-off in accuracy with respect to the number of real measurements used has
been evaluated in order to justify the method’s practical application. The proposed method is applied
to a Danish network, and the results are discussed.

Keywords: grid observability; active distribution system; meter allocation; parameter estimation

1. Introduction

Power flow in distribution networks has traditionally been one-way towards the consumers from
the substation. Now the scenario is changing, and networks are becoming bidirectional. This is due to
substantial demand responses programs and interconnection of time-varying distributed generation
(DG) at the distribution network (DN) level (medium voltage (MV) and low voltage (LV)) [1]. Such
active power system networks can be controlled properly only when the actual system state is known.
In addition, there is a threat to network operators from bidirectional power flow causing operational
issues for network security and voltage balance [2], which forces network operators to carry out
security assessment. For this objective, network states (voltage magnitudes (V) and angles (θ) at
each bus), should be evaluated under all operating conditions [3]. Based on the predicted network
states, the other network parameters can be calculated, and the operators can run control modules and
handle further operation effectively. To ensure the availability of estimated states, power industries
today use observability analysis. However, the accuracy of the estimated states cannot be guaranteed
due to a lack of sufficient real measurements and error in load/generation forecasting, especially in
distribution grids. Topology change and flaws in data communication are some of the culprits for
measurement inadequacy. The consequence of this is network un-observability, but the observability
of this unobserved network can be reinstated by using some defined measurements [4].
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Any network can be classified as observable if it is possible to calculate all system states for
the given measurements and topology. There are two predominant approaches for observability
analysis: (a) topological: based on the graph theory analysis and decoupled measurement model and
(b) numerical: based on the numerical factorization of gain matrices using either coupled or decoupled
measurement models [5]. In addition to these two methods, some other alternative approaches have
also been applied for network observability assessment in power distribution grids. For instance,
by defining the probability index, local observability assessment using graph theory criteria etc. [6].
The method of distribution grid observability enhancement using a smart meter data is explained
in [7]. This method uses both time-varying injections and stationary conventional load data from the
smart meter as metered and non-metered data for observability improvement. State estimation in this
case is executed using the metered data from a small number of buses to solve the non-linear power
flow equations over consecutive time instants. Observability of the network depends on number,
type and locations of the measurements used, but not on the method followed. Generally, there are
sufficient measurements available in the transmission network that these methods work well there.
However, due to economic reasons, there are fewer measuring devices (e.g., power, current and voltage
measurements) in distribution systems, especially at the MV level, so they are generally operated with
reduced observability. On the other hand, in the emerging scenario, the use of smart meters at the LV
level (every customer connection point) is rapidly increasing because of the availability of modern
advanced metering infrastructures (AMI) [1]. Some of the examples of increasing measurements at the
distribution level are: (a) the European Union’s (EU) initiative to replace 80% of traditional electricity
meters with smart meters by 2020 [4], (b) installation of more than 70 million (nearly half of U.S.
electricity customers) AMI in the United States (U.S.) [8], etc. Therefore, in future there will be a huge
amount of data available from almost every node in the LV distribution grid, and they will be stored in
data centers such as data hubs. These data can be used for any applications. For control applications,
these large amounts of data gathered by smart meters have to be processed and used in an economical
way. Hence, smart selection of minimum key data from the huge pool of available data from customer
locations as well as from other specific locations will enhance the observability of active distribution
networks (ADNs), while at the same time, ensuring higher accuracy of the estimated states of the
observable network is the main challenge [7]. The Fisher information-based meter placement technique
by minimizing errors in estimated state vector is proposed in [9]. It uses the D-optimality criterion,
and a Boolean-convex model is used for optimization of the problem formulation. A meter placement
algorithm to improve the estimated voltage and angle at each bus in the network is described in [10].
This technique is based on the consecutive upgrading of a bivariate probability index that is applied
in medium voltage networks. The minimum meter placement technique discussed in this paper is a
simple algebraic technique that can be applied in both MV and LV control applications. For MV grids,
it will determine the best minimum metering locations, and for LV grids, it will identify the minimum
key data from the huge pool of smart meter data. Using these smartly selected data, the respective
networks can be fully observed with an accurately estimated network state from all nodes.

A reduced observability scenario below the substation is one of the reasons for the limited use of
distribution state estimation (DSSE) by the utility. However, now, to address the challenges resulting
from the increasing penetration of flexible resources and DGs at DN, real-time network models based on
DSSE are becoming more essential for operation and control of the DN [11]. In the available literature,
many vital issues in the development of DSSE have been discussed [12–14]. Proposed algorithms have
been categorized based on simplification in order to speed up the estimation, selection of the state
variables, and the procedures for integrating diverse measurements. Considering the choice of state
variables, branch current-based and node voltage-based state estimators are the two main categories
that would ultimately results in similar accuracy at the end [15]. The WLS (weighted least square)
method’s performance analysis with respect to the choice of state variables and comparisons on the basis
of accuracy, performance and bad data detection capability were reported in [16]. To use the estimated
network state information for operation and control, state estimation has to be dynamic, irrespective
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of the method used for estimation. Dynamic state estimation is a recurrent estimation in a time
sequence based on several measurement snapshots. For the estimation of large distribution networks,
the execution time will be longer if we assume a single estimation process for the whole network.
Therefore, distributed DSSE methods can be used to overcome such issues, executing the DSSE module
in different sub-areas of the distribution network locally. Network division for this purpose can be
carried out according to topological framework, geographical standpoint or measurement locations to
solve the problem via local estimators in that particular sub-area. However, it is challenging to use
DSSE in real life networks due to the limited number of real measurements, delay in communication,
and un-synchronized measurements, which are detrimental to multi-area estimation accuracy [15].
The Distribution System State Estimation procedure with multi area architecture is discussed in [17].
It is based on a two-step procedure, i.e., local estimation followed by global estimation by using
integrated measurement information from adjacent areas. The WLS estimation principle is used to
identify the impact on the estimation accuracy of sharing the measurements among different areas.
To monitor the dynamic behavior of the power system, for example, in order to know the quasi
real-time operating condition in case of any fast-evolving contingencies, phasor measurement unit
(PMU) measurements are included in the measurement set used by the state estimation [18]. PMU
measurements comprise a voltage phasor at a bus and a current phasor through the line incident to
that bus, and have sampling synchronized to a common reference through a GPS signal at widely
spread locations [19]. A number of approaches can be found in the literature to include PMU data set
into the existing conventional measurement setup [20]. If only voltage and current measurements from
PMU are used, the state estimation problem will be linear, but it will be nonlinear with the presence
of both PMU and conventional measurements. Therefore, to linearize the problem, the measured
phasors in polar form can be converted to an equivalent rectangular form. Key challenges due to the
inclusion of PMU measurements include: false data injection attack in the wide area measurement
system [21], convergence problem of the hybrid state estimator during the iterative process due to
uncertainty introduced by the instrument transformers, their connection with digital equipment and
A/D converters [22], etc. On the other hand, to overcome the limitation of real measurements, when
large number of virtual measurements (that may have significant uncertainties) are used to make the
network observable, there is a high possibility of system states deviating from their actual values.
Hence, the optimal number and specific type of real measurements collected from specific locations are
essential to address the necessities of applications for real-time operation with high accuracy [23,24].
Therefore, the challenges to develop new real-time monitoring and management solutions for smart
grid still exists, such as:

1. Accurately observing the whole distribution network using minimum real data and maximum
pseudo measurements.

2. Developing an integrated approach for accurate, adaptive and efficient DSSE methodologies
equipped with minimum measurement technique for wide area monitoring that can be
implemented in the active distribution network.

3. Identifying the practical trade-off between network observability, number of installed measuring
devices, and accuracy of estimated states.

These challenges related to measurement data utilization and its trade-off in DMS to enhance the
state estimation are addressed in this paper. The main contributions of the paper are: development of
a unified network observability assessment technique using minimum measured data, development
of a technique to identify critical measuring locations for SE based on a bus prioritization approach,
and formulation of a procedure to evaluate the trade-off between SE accuracy and the number of real
measurement devices to be considered. This enables the user to maintain estimation precision in the
distribution network with a lower burden. Overall, the paper is structured as follows: the problem
statement is described in Section 2 and the overall methodology and algorithm is explained in Section 3,
which covers observability assessment, meter placement analysis, network parameter estimation and
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accuracy trade-off analysis between the number of used measurements and the accuracy of estimated
states. Improved forecasting for pseudo measurements of loads/generations are stated in Section 4.
Case studies with results and discussion are presented in Section 5. The conclusions of the paper and
the directions of future work are finally summarized in Section 6.

2. Problem Statement

Network topology, grid parameters, field measurements and system data correlation are never
fixed; everything depends on the operating conditions. Due to these uncertainties, network modelling is
never perfect, and inaccuracies are contained in the DSSE results. When the database is extremely large,
network reduction may help to improve the estimation accuracy to some extent. Key essential tasks
for the enhancement of observability and improvement of accuracy of online models are: synergize
the massive diverse data in different data formats from several information systems, synchronize the
polling cycles, and minimize the communication delay and variation in measurements [25]. Generally,
three types of measurements are considered in DSSE [15].

1. Equipment connectivity status received from Geographic Information System (GIS).
2. Real-time measurements from distribution SCADA systems (e.g., voltage, current and power

flow) embedded with measuring units (e.g., smart meters, PMU, remote terminal unit (RTU),
AMI, etc.).

3. Customer/prosumer’s demand and DER output data (active and reactive power) from data
management system.

If all of these numerous measurements are used, it may give better accuracy, but will require
additional bandwidth for a communication infrastructure with suitable reliability. This will then lead
to other problems, like data overload and extra financial burden. On the other hand, limited use of
real-time measurement cannot ensure the overall observability of the network [26,27]. To minimize the
use of real measurements, a large number of pseudo and virtual measurements can be used. Load
and generation forecasts are pseudo measurements, whereas zero voltage drops in closed switching
devices, zero bus injections at the switching station nodes, etc., are virtual measurements. However,
changes in the behavior of power consumption because of external factors like new tariff structures,
environmental condition, etc., and the allocation of greater weight to virtual measurements and lower
weight to pseudo measurements may lead to ill-conditioned systems [15]. Therefore, this problem
is tackled in this paper by utilizing maximum pseudo measurements only (injection measurements
calculated from forecasted load/generation profiles) with a trade-off analysis where DSOs can achieve
observability in their distribution grids with higher accuracy in estimated states by using minimal
real measurements. The overall workflow for this problem is presented in Figure 1. As shown in
Figure 1, for the particular network parameter to be estimated (in this work voltage in each bus), the
type and combination of measurements (PV or PQ or IV or PQI, etc.) required are identified based
on a preliminary assessment based on the available network topology and information. The best
combination of measurements for real networks is identified in this preliminary assessment using the
method explained in [28], and consists of analyzing the impact of number and placement of smart
meter data on errors in state estimation using a standard network. This is a onetime exercise, and
there is no need for repeated analysis of the preceding calculations. This is the first step, and this will
identify the key measurement parameters and their locations, to a certain extent. It is followed by
the observability assessment of the network with minimum meter placement, which is described in
Section 3, below. Once the network is identified as being observable with minimum measurements,
the state estimation (SE) is triggered. For the SE, real data from the identified key meters, together
with the pseudo measurements for the rest of the nodes (which have no real measurements available),
are supplied. Finally, a trade-off analysis between the number of real measurements used, the level
of network observability and state estimation accuracy is carried out. For the estimation of network
parameters, the weighted least square-based approach based on the Newton-Raphson method is
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applied. A detailed explanation of the methodology followed for each working block represented in
Figure 1 is explained in Sections 3 and 4 below.

Figure 1. Working flow diagram of the proposed model.

3. Observability Assessment

The first stage in the assessment of observability is to choose estimation variables, and the best
combination of parameters to be measured. This is termed preliminary assessment in this paper. It will
minimize the iteration cycle in SE and give the minimum estimation error to a certain extent. For
voltage estimation, line flow measurements are found to be more crucial [28]. It depends on network
type and the variables to be estimated. As described in [28], if the parameters to be measured from
specific locations are selected properly, better estimation quality can be achieved even with fewer
real measurements. As explained above, once the estimation variables and the proper combination
of measurements of parameters are selected, the actual network observability assessment will start,
followed by state estimation. If the network is identified as being unobservable, all branches in it
that cannot be observed have to be determined first. Then, by removing unobservable branches, the
network can be divided into many individual observable islands that can be treated individually and
merged later to have a single observable island. To improve the overall observability of the whole
network, further analysis on the determination of specific measurement locations and the selection of
minimum measurements has to be carried out [29]. The proposed integrated algorithm for observability
assessment and its application in SE is given in Section 3.

Algorithm for Network Observability, SE and Accuracy Trade-Off

Algorithm for Observability Check (AOC):

• Step 1: Calculate measurement Jacobian matrix (H) and its gain matrix (G) [5,29].
• Step 2: Perform triangular factorization of G and evaluate its triangular factors (L: lower factor).

Using triangular factors, identify diagonal matrix (D) [5].
• Step 3: Test for zero pivot in D, and if D is equal to one, network is observable [29]. If network is

observable proceed to state estimation for this go to ‘step one in Algorithm for SE formulation’;
otherwise go to step four.

• Step 4: Determine test matrix W using equation: LTWT = ei and calculate another test matrix C
using equation: C = AWT where A is incidence matrix of branches and buses.

• Step 5: Identify unobservable branches corresponding to the row in ‘C’ with at least one non-zero
element. Remove all unobservable branches
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• Step 6: Prepare the list for probable measurement points. Prioritize them. Highest priority for
placing a meter is assigned to the bus that has the maximum number of incident lines in the
unobservable region. Line flow measurement from the branches between the observable islands
and the injection measurements from the buses at the boundary of these islands are the next most
suitable candidate measurements, which can merge the islands. Current flow measurement at the
beginning of the feeders are another prioritized measurement, and feeders with greater length
and higher number of branches are of higher priority among the others. Select the measurement
points based on priority, and go to step one for all new measurements added.

Normally in MV distribution systems, there is a limitation due to economic concerns on the
availability of adequate real measurements from each node; therefore, a large number of pseudo
measurements are used for the analysis. Therefore, even though the network is identified as being
observable, there is a high chance that an estimated state can differ significantly from the actual
state. Hence, re-examination of network observability considering the accuracy of the estimated states
is recommended.

State Estimation Formulation:

SE is the core of the security analysis function in power systems. It acts like a filter between
raw measurements and application functions like control and protection modules. Based on the
available measurement sets, it estimates the network status. The state of the network is defined by
voltage magnitude (V) and angle (θ) at every bus (i.e., 2n state variables) for an ‘n’-bus power system
network [5,30]. The basic algorithmic steps for network state estimation are given below:

SE Algorithm [5,30]:

• Step 1: Represent the network model by state vector as shown in Equation (1). If bus 1 is
considered to be the reference, it is set as (θ1 = 0).

xT = [θ2, . . . , θn, V1, . . . , Vn] (1)

The measurement vector (z) is related to the state vector (x) by a nonlinear function (h) and a
vector of measurement error (e) as given in (2). These functions and their behavior are dependent
on network topology and actual power flow.

z = h(x) + e (2)

• Step 2: Define the objective function as represented in Equation (3) and minimize it for the network
estimation. To minimize this objective function, WLS—the most commonly used method—is used
in this paper. Here, R, σ2 and m represent the measurement error covariance matrix, measurement
variance and the number of measurements, respectively.

minJ(x) = [z− h(x)]T·R−1·[z− h(x)] (3)

R = diag
[
σ2

1,σ2
2, . . . . . . ,σ2

m

]
(4)

This approach determines the variance of the estimated state variables by:

cov(x) =
[
H(x)T·R−1·H(x)

]−1
(5)

H =

[
δh(x)
δx

]
(6)

Where the diagonal elements of cov(x) represent the variance of the estimated state variables.
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• Step 3: Once the all the network states are estimated, accuracy is evaluated based on the number
of measurements used. Go to ‘step one of algorithm for accuracy trade-off in state estimation’.

Algorithm for accuracy trade-off in state estimation (AAT):

• Step 1: Choose the desired confidence level (CL). This represents the risk that the true value goes
beyond the boundary of the confidence interval (CI), i.e., the lower the CL, the higher the risk,
and vice versa [31].

• Step 2: Calculate the probability density function (PDF) of the estimated states using
Equation (7) [5].

Fi(ai) =
1√

2πσ2
i

e
− (ai−Ei)

2

2σ2
i (7)

Where I is the total number of network parameters that has to be estimated, and for each network
parameter ‘i’, its estimated value is Ei for i= [1, 2, ..., i, ..., I]. σ2

i represents the variance of ‘i’, whereas
ai denotes a possible value of this parameter ‘i’. There are many methods for calculating the
PDF of an estimated parameter in order to calculate CI. Gain matrix-based approaches assuming
Gaussian distribution have been used in this work, since the formulated observability assessment
method is independent of the PDF calculation method [31,32].

• Step 3: Calculate confidence interval (CI) for each defined PDF. For predefined values of CL, the
CI end points, ai min and ai max, of the estimated parameter i have to satisfy Equations (8) and
(9) [31]. ∫ Ei

ai min
Fi(ai).dai =

CL
2

(8)

∫ ai max

Ei

Fi(ai).dai =
CL
2

(9)

The CI can be calculated by multiplying the standard deviation by the coverage factor related to
the predefined CL. ai min and ai max are the endpoints of the CI and represent the accuracy of
the estimated value of parameter i. Then, calculate the maximum expected difference between Ei

and its true value as given by Equation (10).

Maximum expected difference between Ei and its true value = |aimax− ai min| (10)

• Step 4: Access the estimation accuracy. If Equation (10) is satisfied, the estimation can be classified
as accurate and stop the process. Otherwise, go to step five.

• Step5: Redefine the measurement placement with next possible measuring option, change the
ratio of real and pseudo measurements, and go to ‘step six of algorithm for observability check’.

The overall methodology discussed in Section 3 in the form of different algorithms can be combined
to form a compact flowchart as shown in Figure 2, systematically interlinking all the mathematical
models (Equations (1)–(10)) for the complete analysis.
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Figure 2. Compact algorithm for integrated assessment.

4. Improved Forecasting for Pseudo Measurement Modelling

Pseudo measurements are used in the network parameter estimation process to minimize the use
of real measurements. For instance, even if real measurements are not sufficient to observe the network,
its observability can be established by utilizing the calculated pseudo measurements. However,
the accuracy of estimated states in this case depends on the accuracy of the pseudo measurement
models. Pseudo-measurements here refer to forecasted load/generation values based on previous
real measurements and other parameters like weather, type of load, etc. An upgraded short-term
forecasting technique is proposed in this work for higher accuracy to determine the active demand
and flexible generation capacity. This method considers weather forecast, historic load/generation
statistics, and social and technical events. Due to the capability for handling both linear and non-linear
relationships, and the facility for learning these relations directly from the data being modelled, the
artificial neural network (ANN) technique is used in this work [33,34]. To obtain more accurate load
forecasts, one may have to consider some other factors other than the load history that can influence
the use of load by the consumers, such as time factors, weather data, possible customer classes, etc.
A correlation (R) analysis is carried out to identify the most influential factor in the load forecasting
using Equation (11). Here, p and q are variables to be correlated and p, q are their respective means.
For details on forecasting models and analysis, please refer to [33].

Correlation (R) =
∑
(p− p)(q− q)√∑
(q− q)2(p− p)2

(11)
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5. Case Study

The methodology described in Sections 3 and 4 is simulated for a real network and is discussed in
the following sections. To demonstrate the applicability of the proposed methods, case studies have
been performed on a model of a 52-bus MV distribution network from the Lind area in Denmark.
For simplicity, the actual network is reduced to a 30-bus network preserving its radial nature and
feeder connections, as given in Figure 3. While reducing the network, 24-load points are lumped up,
i.e., five loads to bus3, three loads to bus 11, one load to bus 12, three loads to bus 13, two loads to bus
14, one load to bus 17, four loads to bus 18, and five loads to bus 19. Therefore, with this setup, in the
test network, the maximum load of 1289 kW is at bus 19 and next largest load size (1246 kW) is at bus
18, while the minimum load of 18 kW is at bus 16. The typical R/X ratio of distribution lines in this
network varies between 7.07 to 1.38.

 
Figure 3. Modified MV network of Lind area, Denmark (observable islands in case 3).

The types of load and the state of the transformer tap changer will have an impact on network
performance. For simplicity, an operating scenario in which all distribution transformers (buses 1 to 29)
are loaded with a capacity factor of 40% and load power factor of 0.9 is assumed for the load flow and
network measurements. The load distributions in all of the buses in this scenario are given in the table
included in Figure 3. This operating condition is the peak load scenario for the main transformer (KT21).
Another assumption is the presence of solar PV, which is considered to be available only in case 5.

Initially (case 1), it is assumed that 14 measurements from the substation (bus 30), the far end
of the feeders (buses: 2, 11, 14, 16, 18, 19, 22, 23, 24, 25), and lines (6–7, and 17–19, i.e., close to the
substation and at the far end of the longest feeder) are available. Thus, measurements are available for
eleven power injections (net active/reactive power at the bus that can be obtained via load generation
forecasting), two line flows (active/reactive power), and one voltage (at the substation). As per this
measurement configuration, the network observability is analyzed by determining the gain matrix
and its triangular factors. The upper triangular factor of the measurement gain matrix is evaluated
and its diagonal elements (D) are identified. It is found that 28 elements out of 30 in D are zero. This
shows the network is unobservable, and it is then divided into ten observable islands by removing
the unobservable branches, as shown in Table 1. The candidate measurements list is prepared in
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consideration of the boundary of observable islands. To justify the requirement of bus prioritization,
initially, power injection measurements close to buses 3, 6, 12, 4, 27, and 29 are selected arbitrarily from
the list as case 2. After each added measurement, observability assessment is carried out. The upper
triangular matrix is updated and its new diagonal elements (D’) are found, in which 27 zero pivots are
observed. Since significant improvement has not been achieved, the network is divided into eight
observable islands. Now, the candidate measurements are prioritized according to the description
given in step 6 of the observability algorithm in Section 3. Only 10 measurement locations (5, 7, 8, 10,
15, 17, 20, 21, 25 and 30) out of 16 candidate sites are considered, and those remaining are filtered out.
In reality, both power/current flow and power injection measurements can be measured from the same
smart meter. Based on the user’s requirements, the smart meters can be tuned to measure specific
parameters. This option is available in most of the smart meters available today. Therefore, for the
new injection measurements to be added for case 3, locations 7 and 15 from the priority list, which are
close to the branch flow measurements, are selected. Also, line 30–1, and 20–21 for the branch flow
measurement are considered to be added as per priority for case 3. After these measurements have
been added, the new upper triangular matrix is evaluated, and updated diagonal elements (D”) are
found. It is noticeable that observability is improved in this case due to significantly reduced number
of zero pivots. However, the network is not fully observable. In this case, five observable islands are
identified. Next, in case 4, the candidate list is updated based on the observable islands in this case,
and prioritized as 5, 8, 10, 15, 20, 25, 29 and 30. Injection at locations 15 and 20 from the boundary of
the islands that are observable are now selected, together with the branch flow in lines 30–1, 20–21,
8–10 and 17–19 (M1, M4, M5 and M6), as per priority. The diagonal elements of the upper triangular
matrix (D”’) from the updated triangular factors are calculated. In matrix D”’, only one zero pivot
can now be observed. This shows that the network is now fully observable. These case studies for
network observability are summarized in Table 1. Once the network observability has been assessed,
network states are estimated for each case using selected real measurements and pseudo measurements
(the forecasted load and generation value at each bus that will give net injection measurements at
the respective buses). This is followed by accuracy trade-off evaluation. The case studies for state
estimation and accuracy trade-off evaluation carried out after the network observability assessment
are presented in the subsequent Sections 5.1 and 5.2.

Table 1. Observability assessment results.

Cases Studies
% of Real

Measurements Applied
Observable Islands Remarks

Case 1 (C1): Initial Case 0
{30}, {1}, {5 6 7 8 25 4 10 14 13 26},
{27 28}, {16}, {9 11 12 15 17 18 19},

{2}, {3}, {20 21 22 23 24}, {29}.

Network
Unobservable

Case 2(C2): Adding
selected measurements

without priority
30

{30}, {1}, {5 6 7 8 25 4 10 14 13 26
27 28}, {16}, {9 11 12 15 17 18 19},

{2}, {3 20 21 22 23 24}, {29}.

No significant
improvement

Case 3(C3): Adding
selected measurements as

per priority
22

{30 1}, {5 6 7 8 25 4 10 14 13 26 27
28 16}, {9 11 12 15 17 18 19 2}, {3

20 21 22 23 24}, {29}.

Significant
improvement

Case 4(C4): Adding
selected measurements as

per priority
26

{1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 25

26 27 28 29 30}

Fully observable
network

5.1. Parameter Estimation and Accuracy Trade Off

Network observability setups with the minimum number of identified measurements can only be
useful if this configuration can be used to estimate network states close to the actual values. Therefore,
for instance, voltage magnitude is estimated for each case and compared with actual measured values,
as shown in Figure 4 for selected buses close to the substation (buses 1 and 2), the far end (buses 19 and
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24), and the middle (buses 13, 15, 20 and 25) of the feeders. In the measurement a minimum voltage
of 0.88 pu is observed at bus 18 when all feeder interconnection options (6–25, 11–15 and 2–19) are
open, i.e., at the end of the first radial (the longest radial feeder in the setup), which violates the grid
code [35]. Buses 13 and 15 are also in the same feeder as bus 18, but are towards the substation, so they
have slightly more voltage than in bus 18. Since buses 25, 2, 20, and 24 are in the 2nd, 3rd and 4th
feeders (short feeders, i.e., lightly loaded compared to the first feeder), respectively, they have higher
bus voltages (close to 0.99 pu). In real network operation, reconfiguration is used to maintain the grid
code (e.g., minimum voltage of 0.95 at bus 16 while closing 2–19 and opening 9–12), but reconfiguration
is not considered in this paper. In addition, a fixed load of 40% is considered in this work to see the
performance of the proposed algorithm in special cases (case 1–7). This loading scenario may not exist
all the time in real network operation. The results are obtained from a series of repeated simulations
in MATLAB (observability analysis) and DigSILENT power factory (load flow, measurement setup,
and state estimation) and snapshots of the results are shown here. The accuracy class of all smart
meters is considered to be 0.5, as per IEC 62053-11 [36]. In this simulation, bus 30, which is close to the
main substation, is considered to be the reference bus, the measured voltage of which is 0.99 pu. The
first feeder is extremely long compared to the other three feeders, so lower voltages are observed in
the buses (e.g., in buses 1, 13 15 and 18) in this feeder. Meanwhile, the other three feeders are short
compared to the first feeder, so the voltages in the buses (e.g., in buses 2, 20, 24, 25) in these feeders are
almost the same as the reference voltage, i.e., 0.99.

 
Figure 4. Comparison of estimated voltages for cases 1–4.

As expected, in case 1, where measurements are insufficient, the network is not fully observable,
i.e., it is not possible to estimate the bus voltage for all buses (e.g., buses 13, 15 and 20), as is shown in
Figure 4, where the magnitude of the estimated voltage for these buses is not available. In this case,
overall network observability, which is a prerequisite for SE, is established by reducing the number of
control variables (suspending the states to be estimated for buses 13, 15 and 20), and the bus voltages
for rest of the buses is estimated. In case 2, real measurements (30%) are supplied, but without any
bus prioritization, resulting in there being no significant improvement in the network state estimation.
However, after applying the bus prioritization technique, i.e., by selecting only key measurements
from the selected buses (only 22% real measurements) as in case 3, significant improvement is achieved.
All network states including bus 13 and 15 are estimated due to the key added measurements from the
prioritized buses. In case 4, which has 4% more real measurement than in case 3, all network states are
estimated, with estimated states being closer to the real values. This verifies the network observability
assessment results presented in Table 1. Comparison of parameter estimation errors in different case
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studies for the selected bus voltages are shown in Figure 5. As seen here, it is a trade-off between
higher accuracy and investment in measuring devices. The magnitude of error shows the deviation
of estimated quantity from its respective measured value. Positive error means overestimation and
negative error means underestimation. The magnitude of error depends upon the number, type and
location of the measurements considered for the respective case studies. In case 3, a maximum error
of 1.24% (in bus 19) using fewer real measurements can be achieved. Also, further improvement is
observed with a maximum error of 0.96% in the estimated voltages in case 4.

 
Figure 5. Comparison of errors in parameter estimation.

5.2. Worst Case Scenario Analysis

Under any operating conditions, all possible states have to be estimated to confirm the observability
of a network. Therefore, the algorithm is tested in worst case scenarios, in which network states are
likely to be violated. These scenarios are generally used during the planning phase of grid network
operation, so it is known to DSOs [37,38]. Following worst case scenario (a), which is one of the worst
operating scenarios, in which more DGs are integrated in the distribution network, other scenarios (b),
(c) and (d) that could happen in real network operation have been set up to test the applicability of
the method:

a. Case 5 (C5): Minimum load and maximum generation. Minimum load (30% of maximum load
at each bus) and maximum generation (20% of maximum load at each bus where generation is
available) respectively.

b. Case 6 (C6): Parameter estimation when line flow measurements (M4, M5 and M6) have an error
of plus 5% of nominal reading.

c. Case 7 (C7): Parameter estimation with large error on pseudo measurements models (over
forecasting of load by 10%).

Network measurement setup is designated as a fully observable condition, i.e., as in case 4, which
is then re-simulated to estimate the network parameters for the scenarios mentioned in cases 5–7;
a snapshot of the results for voltage estimation is shown in Figures 6 and 7.
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Figure 6. Comparison of estimated voltages for case 5.

 
Figure 7. Comparison of estimated voltages for cases 6 and 7.

As seen in Figure 6, i.e., in case 5, it is found that using the same technique, network parameters
can be estimated at close to their true value (maximum error 0.97%) even when the network is more
active (i.e., in the presence of DG). About 0.01% more error than case 4 is noticed in case 5. This
is because the estimator is modelled using net injection measurements at each bus, which logically
include the impact of DG. However, a change in the system state due to RE penetration can result
in the WLS estimator becoming trapped in local minima, and can add some error if the network
is large, with the highest number of DGs [6]. From Figure 7, it can be seen that different patterns
of impact are seen in case 6, i.e., only voltage estimates close to erroneous measurement points are
more influenced (buses 13, 15, and 19). This is because the accuracy of the estimator is inversely
proportional to the level of measurement error, and this will be reflected to the estimated states, which
are close to the erroneous meter; furthermore, the effect could also be different with different types of
measurements [39]. However, negligible impact is seen in the other buses, which are further away from
the erroneous meters. The level of impact depends on the closeness of the meter and the number and
locations of available meters in the same feeder [6,39]. This is valid for a radial feeder setup, which is
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the predominant case in most power distribution networks. The impact of forecasting error (case 7) can
be reflected in the estimation error to some extent. This is because most of the pseudo measurements
(load and generation at each bus) will be noisy and result in erroneous injection measurements in all
buses. Therefore, estimated voltage magnitude will be lower than the real value in some buses due to
the application of overestimated forecasting. As shown in Figure 7, since the error for the forecasted
load is plus 10% and the estimating variable is the voltage, not the load, at each bus, the maximum
error recorded on voltage estimation in this situation (case 7) is only 1.1%. The magnitude of error on
the estimated parameter depends on the number of pseudomeasurements used by the estimator that
have been selected from an incorrectly forecasted load/generation.

Key results are summarized in Table 2, showing the advantage of the proposed methodology
over the conventional method. This shows the possibility of achieving higher accuracy in estimated
states with the minimum use of real measurements (26%). The maximum error in the estimated states
without applying the proposed technique is improved to 0.91 % (without considering DG) and 0.92%
(considering DG). Even by using only 22% real measurements, all network states can be estimated with
a maximum error of 1.14%. This proposed technique is a simple algebraic technique that identifies
the minimum number of meters to be installed for full network observability. Therefore, it will be
more economical and reliable than more complex methods, such as the Fisher information-based meter
placement technique described in [9], which uses the pre-specified number of additional measurement
units from the set of candidate units. The highest-quality result (minimum SE error) is obtained with
23% real measurements (20 real measuring units, with each unit consisting of 3 real measurements, i.e.,
with 60 real measurements out of 260 measurements (both real and pseudo)) in the test network. Even
though in the latter case, about 23% real measurements are used, technique followed is comparatively
more complex than the proposed method.

Table 2. Comparison of key results.

Comparative Study
Bus with

Maximum
SE Error

Measured
Voltage

(per unit)

Estimated
Voltage

(per unit)

Maximum SE
Error Recorded in
the Network (%)

Initial setup with only basic available
measurements, i.e., case 1 25 0.989 0.917 7.28

Without applying proposed method (with
30% real measurements) i.e., case 2 1 0.938 0.991 5.65

Applying proposed method (with 22% real
measurements), i.e., case 3 19 0.878 0.888 1.14

Using proposed method (with 26% real
measurements) without considering DG

penetration, i.e., case 4
19 0.878 0.886 0.91

Using proposed method (with 26% real
measurements) with DG penetration, i.e.,

case 5
19 0.98 0.989 0.92

6. Conclusions and Future Works

This paper proposed an enhanced numerical state estimation assessment for distribution networks
using a minimal number of measurements. The proposed method determines critical data sets to be
measured and modelled as real and pseudo measurements and identifies the network observability
status using a bus prioritization technique followed by the calculation of network states and the
identification of its accuracy. This is the key contribution of this paper. It is possible to filter out
unnecessary measurements and minimize the iteration cycle based on the bus priority function and
added pre-assessment. The advantage of this method is the analysis of the trade-off between the
number of real measurements for gaining observability and the accuracy of the estimated states. Thus,
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based on the required level of accuracy and application of network states, a minimal number of real
measurements can be selected. Various case studies were performed, demonstrating the applicability
of the proposed method in network state estimation.

The proposed methodology can be useful for identifying the minimum number of any type of
measurement devices for network observability, for example, PMU, RTDS, smart meters, etc. For
instance, inclusion of PMU will not have any impact on the observability analysis proposed in this
paper, since the algorithm is based on the number and locations of the measurements, not on their
dynamic behavior. However, the proposed bus prioritization technique can be useful for identifying
the critical locations at which to place the PMUs in the network, not only improving the accuracy of
state estimation, but also defending against data injection attacks with minimum cost [21]. This could
be possible either by treating PMU measurements as additional measurements in the traditional data
set (this will add the computational burden) or the using distributed computation of mixed/hybrid
state estimation [40]. Future work will focus on the integration of the observability function and state
estimation module with control blocks for application in real-time network control in real grids using
various measurement setups available in modern power systems.
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