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Preface

The CoreGRID institute on Grid Systems, Tools, and Environments (STE) has held a workshop on the state of the art in its area of expertise during the Grids@Work’06 event in Sophia-Antipolis, on 1 December 2006. In this report, the workshop organizers present the proceedings volume of the workshop, containing the presented papers.

The workshop aim was to bring together presentations describing both state of the art and ongoing work in the area of Systems, Tools and Environments for Grid Applications. According to the objectives of the STE Institute, submissions on the following (non-exclusive) list of topics were expected:

- Generic, component-based Grid platforms
- Mediator components, integrating applications and systems
- Integrated toolkit approaches
- Advanced tools and environments for problem solving
- Use of GCM for Grid system software design
- Interoperability between peer-to-peer and client-server Grids

The expected focus was on hands-on experience with building component-based Grid environments, and the integration of applications with system software. Submissions authored by multiple CoreGRID partner institutions were highly welcomed and such submissions were given preference over single-institution papers in the selection process.

The contributions presented at the workshop were selected by peer-review of abstract submissions. From the submission, nine contributions were selected. Authors were asked to submit a whole paper of the contribution, which are included in this technical report.

The workshop was organized in four sessions. The first session, after the welcome and introductions, was basically devoted to the presentation of the keynote speaker, Alessandro Bassi (HITACHI Data Systems Corporation), with the presentation of Data Management Challenges in Dynamic Enterprise Grid Systems.

Second session was focused on Components-Based Design Methodologies and besides five presentations of contributions sent to the workshop, a presentation on the status of deliverable D.STE.05 was given. Third session was focused on Integrated Environments with four more presentations of contributions sent to the workshop. Finally, last session was invested in the discussion of the former contributions and in the definition of future plans and directions of the institute.

The workshop organizers would like to thank all contributors to the workshop without whom this event would not have been possible. We appreciate the technical papers from the STE institute, and especially the keynote speaker who provided us with valuable insights from his own perspective. Last but not least, we would like to thank the local teams from Sophia-Antipolis (both INRIA and ETSI) who have provided us with an excellent meeting infrastructure.
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Abstract

While MPI became a standard on programming model for developing cluster applications, so far none of the many programming models proposed for Grids have reached such status. For this reason, using MPI in Grids is being considered a good cost-effective solution. Different from other related works that mainly intend to ease the execution of MPI processes in Grids, we understand that for obtaining good performance, it is mandatory to adapt algorithms and applications to reflect the Grid topology. For this reason, we introduce some extensions to the MPI standard that include new communicators for the communication among different clusters and some primitives addressing topology discovery. The support to these features is offered by an underlying component model based on the GCM and the ProActive/GCM implementation. Through a hierarchy of components and their collective interfaces, the main MPI original primitives could be used to easily develop and run MPI applications in Grid environments.

1 Introduction

Several programming models have been proposed for Grid programming. Nonetheless, so far, none of them met all the requirements, namely dynamicity, scalability and performance. Differently, in the field of high performance computing in clusters, the message passing model became a standard with a large number of available libraries and legacy applications. For this reason, the idea of using the well known and accepted MPI in Grids is considered a good cost-effective solution.

While not a high level programming model by any means, the message passing model lacks dynamicity and abstractions to program Grid applications. Indeed, the MPI standard addresses cluster environments, not having primitives adapted to program Grid environments, that are inherently hierarchical. Contrary to message-passing, a component-based model encompasses most of the proposed Grid programming models (message passing, distributed objects, skeleton-based programming, service-oriented and workflow models) as it provides most of the features presented by other models and in addition, the capability of encapsulating code. Thus, it should be more adequate to program Grid applications.

This work intends to propose an hybrid model that combines the high performance and high acceptability of the MPI standard with the flexibility of the component-based programming model in order to meet Grid
programming requirements, offering MPI programmers a way to develop their applications/algorithms in a
Grid-aware hierarchical manner, yet taking profit of legacy high-performance codes.

Our solution will rely on the addition of new MPI communicators that models the hierarchical structure of Grids and a related API, that may offer an abstraction well-suited to programmers used to MPI in order to reflect the hierarchical topology of the Grid within the deployed application. Indeed, Grid related features will be considered in the implementation of these primitives, in a transparent way for MPI programmers. For this, the implementation will be based on the ProActive platform, which also offers a pre-prototype implementation of the CoreGRID GCM component model.

This paper presents the outline of the work, that is currently on its definition phase. In the next section, we present background information. Then, in the section 3 we present the proposition of the work, that includes the general principles and specification. Some initial implementation issues are presented in the section 4. Section 5 concludes this paper.

2 Background

2.1 The ProActive Middleware

The ProActive middleware [1] is a 100% Java middleware, which aims to achieve seamless programming for concurrent, parallel, distributed and mobile computing. As it is built on top of standard Java API, it does not require any modification of the standard Java execution environment, nor does it make use of a special compiler, pre-processor or modified virtual machine.

The base model is an uniform active object programming model. Each active object has its own thread of control and is granted the ability to decide in which order to serve the incoming method calls. Active objects are remotely accessible via asynchronous method invocation. This is provided by automatic future objects as a result of remote methods calls, and synchronization is handled by a mechanism known as wait-by-necessity. Besides of a programming model, ProActive features: group communication with dynamic group management, an object oriented SPMD model (OOSPMD), code mobility, fault tolerance with check-pointing, a powerful deployment model based on XML descriptors that offers support to numerous network protocols, cluster resource managers and Grid tools as well as a component programming model based on the Fractal specification.

Specially interesting to this work is the pre-prototype of the the ProActive/GCM (Grid Component Model) and the ProActive MPI Code Wrapping Mechanism. The next two subsections present them in more details.

2.2 The ProActive/GCM (Grid Component Model)

The Grid Component Model (GCM), defined by the Institute on programming models of the CoreGRID project, defines a lightweight component model (the GCM) for the design, implementation and execution of Grid applications. The key problematics addressed by the GCM are programmability, interoperability, code reuse and efficiency.

This model relies on the Fractal component model as a basis for its specification. In fact, GCM can be considered an extension to the Fractal specification, addressing Grid requirements like deployment and collective communication. In this sense, the ProActive/GCM [6] is a reference implementation of the GCM which provides a component framework that aims at fulfilling the needs of Grid programming.

The ProActive/GCM implementation introduced, as extensions to the Fractal component model, the definition of collective interfaces: multicast, gathercast and an optimized way to combine a gathercast plus a multicast interfaces for binding two hierarchical components composed of a different number of similar
components, yielding to a MxN collective interface. These collective compositions enable the external-
ization, at the component level, of its parallel nature. And, as a consequence, the built-in possibility of
collective synchronization and communication operations.

2.3 The ProActive MPI Code Wrapping Mechanism

The Code Wrapping Mechanism, recently introduced in the ProActive middleware proposes a simple wrap-
ning method designed to automatically deploy MPI applications on clusters or desktop Grids. Besides, a
communication API enables the coupling of several codes, MPI and/or Java.

Two kinds of applications may be interested by the code wrapping mechanism: first, almost unmodified
legacy MPI applications coupling and second, the development of conventional stand-alone Java applica-
tions using pieces of MPI legacy codes.

The main features of the wrapping mechanism includes:

- Transparent wrapping and deployment of MPI applications: consists in wrapping MPI processes
  within ProActive active objects, adding capabilities for deployment, control and communication. Due
to the use of the ProActive deployment descriptors, an MPI application can be deployed using a large
number of protocols and schedulers. In addition, the ProActive file transfer mechanism enables the
transfer of application binaries and input data.

- Support for ”MPI to/from Java” point-to-point communication: a C library, a set of MPI-like C func-
tions and Java classes permit the exchange of messages between the two worlds. Furthermore, this
feature adds capability of communication between two MPI process potentially located at different
domains under firewalls or even private IPs.

- Control of MPI processes: this makes possible externally trigger job execution, kill jobs, synchronize
  them and retrieve execution status and results.

The main intention of the code wrapping mechanism is the transparent execution of MPI applications
in Grids adding the possibility of coupling two or more MPI codes together in a non-SPMD fashion. How-
ever, in order to use most of the features (mainly the most interesting ones), the programmer must call
the new functions from within the MPI codes, and also write some pieces of ProActive code for control and
deployment of the wrapped code.

3 Proposition

3.1 General Principles

We consider in this work that Grids are hierarchical by nature: i.e. a Grid can be considered as a set of
multi-core nodes regrouped on multi-processors PCs, organized within clusters, then interconnected through
wide-area networks. Consequently, one of the challenges is to be able to take into consideration the physical
topology of the Grid within the application.

On a hierarchical scenario, if a communication occurs between two processes running onto the same
cluster, it is perfectly reasonable that one should communicate using a standard plain MPI communication,
usually implemented in an efficient manner. Whereas if the two processes run onto different clusters, the
communication may need to cross firewalls, to be cyphered, etc., at least a higher latency will be incurred
due to the longer distance the message needs to travel.

From the programmer point of view, taking into consideration such constraints at the application level
requires at least a new organization of the parallel algorithm: to give preference to communications between
MPI processes that are neighbours in the cluster instead of communications between MPI processes lying onto different clusters of the Grid.

As briefly presented in the section 2.3, the initial ProActive wrapping mechanism intends to couple two or more MPI applications together. For this purpose, an additional API is offered to programmers if they want to design their MPI application for subsequent coupling with one or several other (possibly MPI-based) applications. On the contrary, we aim here to propose an extension to the message passing programming model adding the abstraction of hierarchical communicators, applicable within a single SPMD application. The consequence is that the programmer should agree to design its SPMD applications in a hierarchical manner, by clearly organizing the code and algorithm so that all the communications between MPI process are clearly arranged depending on the multi-level Grid hierarchy. The hierarchical approach will take advantage of the notion of MPI communicators in a hierarchical fashion, so that the introduced API fits more closely the MPI style, i.e. through the abstraction of ranks and communicators.

Unlike the usual MPI environment, Grids are also dynamic by nature. This characteristic leads to the fact that the allocated resources are only known at runtime, requiring the communicators management to be done directly by the framework. Besides of the communication process, we define an API for topology discovery, e.g. number of neighbours each MPI process has at each level in the hierarchy, connectivity, etc. Indeed, we aim to define a flexible and non error-prone way for the programmer to identify the MPI process(es) with which to communicate.

3.2 Specification

3.2.1 Extensions to the Message Passing Interface

As previously referred in the section 3.1, we aspire to keep as much as possible the MPI programming style. In order to do so, we provide some clear and intuitive extensions to the MPI, that include support for hierarchical communication and topology discovery. Through the use of this extended interface, programmers will be capable of transparently deploy and execute their MPI applications, having the Grid complexities hidden by the framework.

This extensions include new MPI communicators and some new primitives.

New MPI communicators  Ideally, we consider a Grid (Level 1 of the hierarchy, or just L1 for simplicity) as a five levels architecture:

- the second level (L2) consists of a small number (< 10) of geographical sites (Grid nodes). These Grid nodes are interconnected by a wide area network (WAN), and so, we can expect majors delays and limited bandwidth on the connection;
- the third level (L3) consists of the set of clusters defining a Grid node. These clusters are typically interconnected by 1 Gbit/s links.
- the fourth level (L4) consists of the set of processing nodes defining a cluster. On each Grid node, the aggregated number of processing nodes is between a few hundreds to a thousand nodes, usually with a fast network;
- the fifth and lowest level allows to characterize the architecture of a node: single versus multiple-processor systems, single versus multiple-core systems and memory structure (SMP, NUMA, etc.). This level is treated by the operating system and for this reason is out of the scope of this work.

As standard MPI already addresses the fourth level and the operating system the fifth, we introduce four new communicators to deal with the first, second and third levels:
• MPI_COMM_SITE: communicator containing all the allocated nodes within a given site in the Grid.
• MPI_COMM_GRID: communicator containing all the allocated nodes in the Grid.
• MPI_COMM_SITE_GATEWAYS: this is a special communicator that aggregates one node (usually the rank 0) of each cluster within a site. The intention of this communicator is to offer an abstraction to induce an explicit hierarchical programming, and can be used in order to reduce the many indirections (and performance degradation) of global communications.
• MPI_COMM_GRID_GATEWAYS: the same as the previous one, but in the higher level. Usually, the node with the rank 0 of the first cluster of a given site.

![Hierarchical Communicators and ranks](image)

The figure 1 shows how the communicators and ranks are organized. This is a pretty simple yet powerful way of giving ranks to MPI processes in a hierarchical environment. Simple because it could be done during the startup of the environment, so having an unified global view. Powerful as it enables an easy and non-error prone way to identify processes, indeed keeping the communicator abstraction.

**New primitives** In addition to the abstraction of hierarchical communicators, we include a set of primitives, mainly addressing topology discovery. Some of the most useful are:

- MPI_Comm_gatewayRank (MPI_Comm comm, int *gateway_rank): Different from other new communicators, it’s possible that a given rank doesn’t figure in the *GATEWAYS communicators. In this case, it’s useful to know an entry point process in order to make a hierarchical communication;
- MPI_Comm_gatewaySize (MPI_Comm comm, int gateway, int *size): Retrieve the number of process existent on a cluster (or site), that are associated to a gateway;
- MPI_Comm_translate(int in_rank, MPI_Comm, int* out_rank, MPI_Comm ): translate ranks between communicators.

Some other useful primitives are functional with the new communicators, such as MPI_Comm_rank and MPI_Comm_size. However, at least in the first prototype we don’t intend to provide full support to all the already existing primitives, when used with the new communicators. In fact, just a minimum set of the most used original primitives will be supported.
3.2.2 The Underlying Component Model

The primitives presented above and all the communication mechanisms that includes the new communicators are treated by a component that wraps the caller process. This component is the base element (GCM primitive component) which forms the underlying component model that supports the added feature. For performance purposes, direct and collective communications within a single cluster, instead of relying of bindings between primitive GCM components, will be done through direct MPI communications.

All primitive components that are neighbours in the lower level (L4) are embedded into a composite component that represents the cluster (L3 in the hierarchy). These composite GCM components are interconnected within a site (L2), because their inner components (MPI processes) contain data subject to further sharing, so subject to intercommunications. For this relationship to be translated into component bindings, the GCM-based runtime support will rely on the information obtained from the data partitioning tool. The same applies regarding the top level that aggregates all the sites (L1).

The primitive component L4 (Figure 2 a.), that wraps the MPI processes presents 2 client interfaces (L3C and L2C, meaning Level 3 client and server, respectively) and 2 server interfaces (L3S and L2S): L3C is bound to the enclosing composite L3 and carries messages through it to other components of L4 from the same site; L2C is also bound to the composite L3 and carries message through L3 and L2 components to L4 components running onto different sites. As previously mentioned, all the communication among processes within the same cluster are treated at MPI level. The server interfaces correspond directly to these client interfaces and are responsible for receiving messages from the other side.

The composite component L3 (Figure 2 b.) represents a cluster and presents 4 client interfaces (L3C, L2C, gcstL3C and gcstL2C) and 3 server interfaces (called L3S, L2S and gcstL2S). The L3C permits to send messages to other cluster(s) of the same site, while the L2C tunnels messages to cluster(s) present in other site(s) via L2 composites. The collective interfaces gcstL3C and gcstL2C are bound to the other L3 components within the same site and to the corresponding L2 composite and can be configured to perform, at component level, collective MPI operations such as data MPI_bcast and MPI_scatter within a given site or multiple sites. The L3S and L2S server interfaces are responsible to carry messages from the primitives to the others clusters within a site or cluster of other sites (through the L2C to L2 composites). Also, these interfaces (L3S and L2S) are useful to perform synchronization operations. The gcstL2S is responsible for collective operations such as MPI_gather and barriers.

The composite component L2 (Figure 2 c.) represents a site and includes 2 client interfaces (L2C and gcstL2C) and 2 server interfaces (L2S and gcstL2S). These interfaces are responsible for the exchange of data among different sites within a Grid, so enabling the different MPI group communication patterns in a Grid level. The L2C used in most of the operations including point to point communication between process within different sites or broadcast operations while the gcstL2C is useful for transmitting data in scatter operations. The server interface L2S is used to tunnel messages from inner components to outside of a site as well as synchronization operations. The gcstL2S server interface responsible for receiving messages from other sites but in gather operations.

The composite component L1 (Figure 2 d.) represents a Grid and it is just an abstraction as we do not have a higher-level abstraction to gather different Grids.

Basically the communication from one MPI process within a cluster to an other one which is hosted in an other cluster, should normally go through the hierarchy of GCM composite. Even if it will be probably less efficient than an intra-cluster communication, it gives the opportunity to establish inter-cluster communications that should not be possible otherwise, eg. due to firewalls, private IP, etc. This is assumed to be the standard case. Nevertheless, for optimization purpose, whenever possible a direct binding between two GCM components not belonging to the same composite(s) will be established. The section 3.3.2 discusses in more details this enhancement.

The figure 3 shows the hierarchy of components, corresponding to the rank mapping of the figure 1. The
arrows represent the exchange of messages necessary for a broadcast from one MPI process to the entire Grid. The communication within the same cluster is done directly through MPI native communication while the communication between different clusters on the same site passes by the enclosing components that represent the cluster, and the communication between different clusters of different sites passes also through the components that represent the sites.

![Figure 2: a. Primitive L4; b. Composite L3 (cluster); c. Composite L2 (Site); d. Composite L1(Grid)](image)

3.3 Some Initial Implementation Issues

3.3.1 Improving communication between MPI processes and components through Java Native IO

In general, a point that is expected to cause severe impact in performance in any platform is the interchangeable usage of different technologies (in our case, languages). Currently, within the ProActive Code-Wrapping mechanism, “inter-system” message passing is implemented by ProActive asynchronous method invocation and the “intra-system” communication through the use of JNI (Java Native Interface) layered on top of IPC system V.

Besides of the need of extra copies (from native memory to the operating system message queue and then to inside of the JVM stack or vice-versa), this mechanism generates a bottleneck in the operating system queue. Also, it is not a portable solution.

Since the 1.4 release of the J2SE, Java offers a mechanism that enables direct access to native memory called Java NIO [3] through the package java.nio. A new implementation of the communication would

![Figure 3: Global Broadcast throughout the Grid](image)
further improve performance as it would avoid bottlenecks in the operating system and intermediary copies (so we could expect a performance quite comparable to the MPI native communication), and keep portability, natural in the Java world and in the MPI to some extend.

3.3.2 Enabling shortcuts to cross-cut components edges

One of the main drawbacks of using the component model is that communication between components in a hierarchical model, in our case an MPI communication tunneled through components, may involve crossing several membranes of enclosing composite components, and therefore paying the cost of several indirections. This tends to be even worse in the proposed model as the membrane is usually located remotely. If the invocations are not intercepted in the membranes, then it is possible to optimize the communication path by shortcutting: communicating directly from a caller component to a callee component by avoiding indirections in the membranes.

In the case of MPI applications, one process may decide to communicate with any other process and they may be potentially located onto different clusters. In this sense, for a highly optimized communication, we should have in advance configured a shortcut from all process to all process. However, having all-to-all shortcuts would incur a large overhead in setup mainly.

We tackle this problem by requiring from the associated deployment tool that it configures bindings between primitive components domain decomposition partition. Also, we assume that a process which communicates directly with another process is more likely to do it again.

Considering these suppositions, the shortcut mechanism offered by ProActive/GCM seems to suits well as it relies on a tensioning technique [6]: the first invocation determines and defines what is the shortcut path, then the following invocations will use this shortcut path.

It is obvious that nothing can be done if we are in a firewalled environment or communicating process in machines under private IPs. However, when possible, this mechanism tends to greatly improve performance, by reducing the indirections at the component level and also bottlenecks at the membranes.

The Figure 4 shows a standard communication (dashed line) and a shortcut (solid line) between two MPI processes in different sites of the Grid.

![Figure 4: Shortcut in communication between processes in different sites](image)
4 Related Works

Many of the reasons that motivate this work also motivated several research projects, clearly the spread usage of the MPI standard, clear interface and high performance of its implementations. Even with completely different approaches, the related works intend to address Grid issues in order to make MPI an interface to develop Grid applications.

This is the case for instance of MPICH-G2 [4], which uses Globus for authentication, authorization, executable staging, process creation, process monitoring, process control, communication, redirection of standard input and output and remote file access. PACX-MPI [2] is another implementation of MPI geared towards Grid computing, which contains a wide range of optimizations for Grid environments, notably for efficient collective communications. MagPie [5] also focuses on the efficiency of collective communications: it can optimize a given MPI implementation by replacing the collective communication calls with optimized routines.

Different from these works, we intend to provide not just an easy way to execute MPI applications in Grids but also an extension to MPI that offers support to develop grid-aware applications that take profit of the hierarchical architecture of Grids. We understand that it is mandatory to adapt algorithms developed to run in cluster in order to obtain a good performance in Grids, usually because differences between intra and inter-cluster communications are not negligible. However, this issue has been poorly treated in research so far.

5 Conclusion

This paper presented the outline of the work that intends to develop an hybrid model that combines the well accepted MPI standard with the flexibility of the component-based programming in order to meet Grid requirements, namely performance, heterogeneity and dynamicity.

The solution presented provides some extensions to the Message Passing Interface standard so that programmers used to this interface could easily adapt their application to a Grid environment and its hierarchical structure. In order to support these extensions, we propose the use of the ProActive middleware that already presents a code wrapping mechanism and several features that address Grid related issues. Worthy to note, the recently introduced ProActive/GCM implementation offers a very flexible and powerful way to deal with group communication and the many MPI flavours to do so.

We understand that this approach may present some open issues when compared with pure native implementations, mainly regarding performance. Nonetheless, we expect feasible solutions to tackle these questions. The general objective is ambitious, as it aims at providing a new grid-aware programming model: not a radically new one, but on the contrary, one that could have a chance to be adopted in the HPC community, i.e. by programmers used to MPI. Indeed, as a first framework built on top of GCM components, it can be considered a good practical evaluation of the GCM.
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Abstract

1 Introduction

Components allow for separation of concerns when designing a system. The Fractal component specification, which is the basis for this report, enables several cases of separation. Most importantly, Fractal allows to separate functional and configuration aspects. Our main goal was to investigate how the Mediator Toolkit could benefit from using a component framework such as Fractal.

This report is structured as follows. First, we describe the Fractal specification in Section 2. Additionally, we present Julia, its reference implementation as well as two other interesting implementations: aspect-oriented AOKeLL and Grid-oriented ProActive. In Section 3, we show how the Fractal framework could be used in the Mediator Toolkit.

2 Fractal

Fractal is a modular and extensible component model that can be used with various programming languages to design, implement, deploy and reconfigure various systems and applications, from operating systems to middleware platforms and to graphical user interfaces.

The model heavily relies on the separation of concerns design principle, that is; various concerns or aspects of an application should be separated into distinct pieces of code or runtime entities. In particular, Fractal uses three specific cases of this principle: separation of interface and implementation, component-oriented programming, and inversion of control (components are configured and deployed by an external, separated entity).
2.1 Fractal Specification

This section presents an overview of the Fractal specification [1].

The main goals of the Fractal component model are to implement, deploy and manage (i.e. monitor and dynamically reconfigure) complex software systems. These goals motivate the main features of the Fractal model:

- composite components (to have a uniform view of applications at various abstraction levels)
- shared components (to model resources)
- introspection capabilities (to monitor a running system)
- configuration and reconfiguration capabilities (to deploy and dynamically reconfigure an application)

Therefore, the Fractal specification can be thought of as an extensible system of relations between well defined concepts. However, components do not have to implement all of these concepts. Rather, they can provide a well defined subsets of specifications, which we present here with respect to the increasing “level of control”.

2.1.1 Control Level 0: basic

The component at this level is a runtime entity that does not provide any control capability to other components. This is similar to an object in that it can only be used in one way, namely by calling its methods.

2.1.2 Control Level 1: external view

At external “introspection” level component provides a standard interface that allows the discovery of its external interfaces.

Before we proceed note that a component interface is an access point to a component that implements a language interface. Therefore component interfaces and language interfaces should not be mixed up. Importantly, a component interface is an access point that implements a language interface, whereas a language interface is a type. Despite of this risk, sentences such as “a component has an interface that implements the language interface “will often be abbreviated, into ”a component has an interface X”, in order to improve readability.

There are two kinds of interfaces: a client (or required) interface emits operation invocations, while a server (or provided) interface receives them. This is illustrated in Figure 1.

![Figure 1: External view of the Fractal component.](image)

In order to discover the external interfaces of a component, a component can provide an interface that implements the special Fractal Component interface. This language interface provides two operations named `getFcInterfaces` and `getFcInterface`, which can be used to retrieve the interfaces of the component.
2.1.3 Control Level 2: internal view

At the “configuration” level, a component provides control interfaces to introspect and modify its content (i.e. sub-components).

Internally, a Fractal component consists of two parts: a controller (also called membrane); and a content (see Figure 2). The content of a component is composed of (a finite number of) other sub-components, which can be recursively nested. There are different types of components: composite (expose their content); primitive (do not expose their content; but have at least one control interface); and base (without control interfaces).

The controller of a component embodies the control behavior associated with a particular component, such as: providing the component’s content, intercepting oncoming and outgoing operation invocations; and superposing control over its content (suspending, check pointing and resuming of sub components).

The controller of a component can have external and internal interfaces. External interfaces are accessible from outside the component, while internal interfaces are accessible only from the component’s sub-components. A functional interface is an interface that corresponds to a provided or required functionality of a component, while a control interface is a server interface that corresponds to a “non functional aspect”, such as introspection, configuration or reconfiguration (where interface name equals component, or ends with -controller).

**Binding** A binding is a communication path between component interfaces. The Fractal model distinguishes between primitive bindings (client-server interfaces bound) and composite bindings (arbitrary number of component interfaces of arbitrary language type bound).

**Controller** The supplied component controllers in the Fractal model include, the:

- **AttributeController** interface (to read and write attributes from outside the component)
- **BindingController** interface (to bind and unbind client interfaces to other components through primitive bindings). This interface defines the following operations: listFc, lookupFc, bindFc, and unbindFc.
- **ContentController** interface (to add and remove sub-components). This interface defines the following operations: getFcInternalInterfaces, getFcInternalInterface, getFcSubComponents, addFcSubComponent and removeFcSubComponent.
- **LifeCycleController** (to provide support for dynamic reconfigurations). This interface defines the following operations: `getFcState`, `startFc`, and `stopFc`. It corresponds to a minimal life cycle automaton (STARTED, STOPPED states).

It is possible to extend or to implement new interfaces, other than the ones provided. For example, some components may require very different life cycles. Of course, completely arbitrary life cycles can be specified by providing completely new interfaces, distinct from the LifeCycleController interface. More commonly, life cycles can be adapted from the basic one by extending the LifeCycleController interface to introduce new states and transitions or even to change the transitions of the basic life cycle. In this case, it is a requirement of the specification that the semantics associated to the STARTED and STOPPED states should be preserved.

### 2.1.4 Components Instantiation

Components in Fractal can be created in two ways. First, there are **factories**. The Fractal model distinguishes between generic component factories, which can create several kinds of components, and standard component factories, which can create only one kind of components, all with the same component type. Generic and standard component factories can provide the `GenericFactory` interface and the `Factory` interfaces, respectively.

Second, the components can be created using **templates**, which are a special kind of standard factory component that can create components that are quasi “isomorphic” to themselves.

As noted, components are created from component factories. To stop recursion, where component factories are created from component factories, a bootstrap component factory, which does not need to be created explicitly, and which is accessible from a “well-known” name, is necessary. This bootstrap component factory must be able to create several kinds of components, including component factories.

### 2.1.5 Typing

In Fractal a simple type system for components and component interfaces is used. This type system reflects the main characteristics of component interfaces, i.e. their name, their language type, and their role (client or server). It also introduces two new characteristics named contingency (indicates whether or not the functionality corresponding to this interface is guaranteed to be available while the component is running) and cardinality (indicates how many interfaces of type T a given component may have).

### 2.1.6 Summary: Conformance Levels Of The Specification

In addition, a Fractal component may provide or use new or alternative control interfaces, type systems, or even component semantics. For example, a Fractal component may provide a new `ConcurrencyController` interface to control concurrent accesses to the component. It may also provide an alternative `BindingController` interface, named for example `InternalBindingController`, to control the bindings between sub components directly from the enclosing component. It can also use an empty type system, with a unique type, sub type of itself, used for all components and component interfaces. A Fractal component may even define a new semantics for the communication between its sub components. For example, instead of specifying that operation invocations follow bindings, it can specify that operation invocations are broadcasted to all the sub components, in order to model an asynchronous communication.

The advantage of this extreme modularity and extensibility is that the Fractal component model can be applied to many situations. The drawback is that two arbitrary Fractal implementations might not be able to work together, because they will generally use very different, and potentially incompatible, options or extensions of the Fractal specification. In order to reduce this problem, sets of options called “conformance levels” are defined. Thus, it is possible to say that a given Fractal implementation conforms to the Fractal model of level X. Consequently, it is easy to check which Fractal applications and tools can work together, by comparing their conformance level to the Fractal model. The details are summarized in the Fractal specification [2].

### 2.2 Julia

Julia is the reference implementation of the Fractal component model in Java [3].
The main design goals of Julia include: the implementation of a framework to program component controllers, so that the user can freely choose and assemble the controller objects; to provide a complete continuum from static configuration to dynamic reconfiguration with flexible set of control objects, so that the user can make his own efficiency tradeoffs; and the implementation of these control objects to minimise the time overhead that these objects add to user applications and for the optimisation of the performance of the methods of the Fractal API.

2.2.1 General Data Model

Figure 3: An abstract component and a possible implementation in Julia.

A general view of a Fractal component is presented in Figure 3. As mentioned above, a Fractal component is typically represented by many Java objects that can be separated into three groups, which implement: the component interfaces; the controller part of the component; and the content part of the component (not shown in the Figure).

The objects that represent the controller part of a component can be separated into two groups: the objects that...
implement the control interfaces (in black in Figure 3), and (optional) interceptor objects that intercept incoming and/or outgoing method calls on either the functional, business or user interfaces (in brown). These objects implement the Controller and the Interceptor interfaces, respectively. Each controller object can contain references to other controller objects (in black). Since the control aspects are generally not independent and must communicate between each other, they have references to each other.

In order to reconfigure a component, it is sometimes necessary to replace an object by another (for example to change an interceptor). However, in order to do so, the Java references to the replaced object must be changed and, in general, these references are not known. In order to be able to reconfigure Fractal components, Julia makes the following hypotheses: the objects encapsulated in container components (also called user objects) only see component interface objects. Furthermore, component interface objects cannot be replaced (but their internal state can be changed).

In order to be able to add protection mechanisms or to be able to provide distributed components on top of Julia (as Fractal RMI does), its authors decided to make some interfaces “hidden” (these start with “/”). This means that one cannot get the reference to such an interface without knowing its name. Further, although not yet implemented, it is also possible to perform access control checks in the getFcInterface method, to ensure that only Julia’s classes can access these hidden interfaces.

### 2.2.2 Controllers in Julia

One of the main goals of Julia is to provide a framework to provide a flexible implementation of component controllers. To solve the modularity and extensibility problem in an effective way, Julia uses so-called mixin classes, which adopt an idea similar to multi-inheritance. A mixin class is a class whose super class is specified in an abstract way, by specifying the minimum set of fields and methods it should implement. A mixin class can therefore be applied (i.e. by overriding and adding methods) to any super class that defines at least these fields and methods. Moreover, the mixin classes used in Julia can be applied at runtime (unlike in most mixin based inheritance languages, where mixed classes are declared at compile time), and are therefore generated dynamically by the MixinClassGenerator class.

Mixin classes can be mixed, resulting in normal classes. More precisely, the result of mixing several mixin classes $M_1\ldots M_n$, in this order, is a normal class that is equivalent to a class $M_n$ extending the $M_{n-1}$ class, itself extending the $M_{n-2}$ class, ... itself extending the $M_1$ class. Several mixin classes can be mixed only if each method and field required by a mixin class $M_i$ is provided by a mixin class $M_j$, with $j < i$ (each required method and field may be provided by a different mixin).

### 2.2.3 Interceptors

Julia makes it possible to generate interceptor classes at runtime, through byte code rewriting (by using the ASM package). The generator takes as parameters the name of a super class, the name(s) of one or more application specific interface(s), and one or more “aspect” code generator(s). It generates a sub class of the given super class that implements all the given application specific interfaces and that, for each application specific method, implements all the “aspects” corresponding to the given “aspect” code generator.

Each “aspect” code generator can modify the code of each application specific method arbitrarily. The order in which the aspects are “woven” is generally important, and must be specified by the user of the code generator.

Like the controller objects, the aspects managed by the interceptor objects of a given component can all be specified by the user when the component is created. Julia only provides two aspect code generators: one to manage the lifecycle of components, the other to trace incoming and/or outgoing method calls. Julia also provides two abstract code generators, named SimpleCodeGenerator and MetaCodeGenerator, which can be easily specialized.

### 2.2.4 Julia in distributed environment

The Fractal RMI components are a set of protocol, binder, and stub factory components that can be used to provide remote method calls between Fractal components. They can be used with any Fractal implementation.

In order to provide distributed bindings between Fractal components, Java RMI cannot be used, unless the Fractal Specification is changed to specify that each interface provided or required by a component must extend the
java.rmi.Remote interface, and that all the methods of these interfaces must declare a java.rmi.RemoteException exception. Current implementations were unsuitable due to this and efficiency reasons.

Therefore a new, small and efficient, implementation of Java RMI in Fractal has been deployed. Moreover it does not need a static stub compiler, and does not impose constraints on remote interfaces, unlike Java RMI (the Interface interface plays the role of the Remote interface: the objects that implement this interface, namely the interfaces provided by Fractal components, are passed by reference, while all other objects are passed by value).

Writing an application that uses Fractal RMI is extremely simple, as it practically does not differ from writing a normal Fractal application. The only difference is that some components are denoted as "virtual-nodes", which means that they are remote. Additionally, a name to this virtual node is provided. The binding between virtual nodes and hosts is then performed by clients, who look up available hosts and associate virtual nodes with them.

In order to establish the connection, the server (host) registers itself under some name in the naming service:

```java
NamingService ns = Registry.getRegistry("my-server");
ns.bind("server-host", Fractal.getBootstrapComponent());
```

The registered component of the server is then looked up and used by the client:

```java
Map context = new HashMap();
context.put("remote-node", ns.lookup("server-host"));
```

### 2.2.5 Component structure modification

In Fractal it is very easy to modify the structure of the components. For example, to change the sub-component A to A' of a component B one should do the following:

1. instantiate the new sub-component A'
2. find the component B in the whole application
3. find any components that are bound to component A, e.g. C
4. get the content controller of component B
5. add component A' as sub-component of B
6. get the life cycle controller of both component B and C if their bindings to A were mandatory
7. get binding controller of component B
8. stop components B and C
9. unbind A
10. bind A'
11. start components A', B and C

**FractalExplorer** The Fractal Explorer console is a tool that provides a way for reconfiguring and managing Fractal-based applications at runtime [4]. It is a graphical tool, which allows one to access all features offered by the Fractal framework and components (e.g. discovering the components of the application and introspecting their structure; managing the controllers; monitoring the application status; and reconfiguring the application at runtime by updating bindings etc.).

The Fractal Explorer is in fact a Fractal component. It requires binding the Component interface of the Fractal-based application.
2.3 ProActive and the hierarchical Grid components

ProActive [6] is a Grid middleware for parallel, distributed, and concurrent computing. It features mobility and security in a uniform framework. ProActive is implemented in Java and uses standard Java classes, which do not require changes to the Java Virtual Machine. Overall, it simplifies the programming of applications distributed over Local Area Network (LAN), Clusters, Intranet or Internet Grids.

The main architecture concept of ProActive is the active object. It is the basic unit of activity and is the basis of the distribution mechanism for building concurrent applications. An active object owns its own thread. This thread only executes the methods invoked on this active object by other active objects and those of the passive objects of the subsystem, which belong to this active object. With ProActive, the programmer does not have to explicitly manipulate Thread objects, unlike in standard Java.

2.3.1 ProActive as a component framework

The most interesting part of ProActive in the context of our report is the parallel and distributed component framework for building Grid applications [7].

Although, this framework is an implementation of the Fractal specification, it was not possible to use Julia, the reference Fractal implementation. The reason for that was that Julia manipulates a base class by modifying the bytecode or adding interception objects to it. On the other hand, ProActive is based on a meta-object protocol and provides a reference to an active object through a typed stub. If active objects with Julia were to be used, the Julia runtime would try to manipulate the stub, and not the active object itself. And if trying to force Julia to work on the same base object than ProActive, the control flow could not traverse both ProActive and Julia.

Consequently, ProActive created own implementation of the Fractal specification. This implementation is conformant up to level 3.2 accordingly to Fractal classification. In other words, it is fully compliant with the API, except it does not consider the creation of components through template components. The ProActive implementation is different from Julia both in its objectives (Grid and P2P environments) and in the programming techniques.

2.3.2 Extensions to Fractal

ProActive introduces two extensions to the base Fractal model: distributed deployment and parallel components.

The component model in ProActive leverages the automatic deployment capabilities of the system. Distribution is achieved in a transparent manner over the Java RMI protocol due to the use of a stub/proxy pattern. A component is manipulated independently of its location (local or on a remote JVM). Additionally, the deployment framework allows for automatic creation of distributed components. Using a configuration file and the concept of virtual nodes, the framework connects to remote hosts (using rsh, rlogin, ssh, globus, . . . ), creates JVMs, and instantiates components on them.

A parallel component (aka Grid component) is a specialization of the Fractal composite component – see figure 4.

Grid components encapsulate other components of the same type, and all incoming calls are forwarded to the corresponding internal interfaces of the enclosed components. This allows parallel processing while just manipulating one entity, the enclosing parallel component. Additionally, by using the typed groups API of ProActive, coupled with the concept of internal collective interfaces of Fractal, the communications to the enclosed components are either scattered or broadcasted.

3 Building mediator components with the Fractal model

Our goal was to investigate the Fractal model in order to implement the Mediator Toolkit using components. To gather experience on working with Fractal we decided to experiment with a typical use case, a Successive over Relaxation problem (SOR). We will describe the SOR use case in the following section. Here, we first outline our findings about building a mediator component toolkit.
3.1 Mediator Toolkit

The existing model of Mediator Toolkit is presented in Figure 5.

Figure 5: Existing model of the Mediator Toolkit.

Based on experience gathered when investigating the Fractal component framework, we propose the following extensions. First, in order to effectively modify the structure of a running application, we propose to implement an “explorer component”. Thus, the user could switch between different implementations of his/her algorithms without the need to stop and re-run their application.

Second, we believe that the Mediator Toolkit can greatly benefit from implementing different control aspects of the application separately, namely by using controllers. We propose to introduce into the architecture the following controllers, as depicted in Figure 6:

- steering – for modifying application parameters, which would allow for computational steering during runtime
- persistence – for handling snapshots: initiating snapshots, as well as starting (from snapshot or from scratch) and stopping the application
- distribution – for optimal utilization of allocated resources, and for adapting to changes in environment (loosing and acquiring resources, changes in quality of network connections)
component – for investigating the application’s structure (in terms of components) and modifying it (e.g. switching to alternative implementation, replacing subcomponents)

Figure 6: Generic component platform

Note that the component controller is already implemented in Fractal. However, the other controllers have to be designed according to the necessary functionality.

Another important observation is that communication with the application is only via its controllers. This can be exploited when designing constraints on the application, as we discuss below.

3.2 Overview of the prototype implementation

As mentioned above, we used a SOR example in order to gather experience about using Fractal framework to implement Mediator Toolkit. Our SOR-application consists of a master and a set of workers. The master is responsible for data distribution and management. It decides whether to continue calculation or stop it and commands on making snapshots. Workers, in turn, contact the master to acquire data for processing and for returning results to.

The communication between master and workers, as well as between workers themselves is implemented using Ibis RMI.

The master uses JavaGAT to submit workers to the Grid (we used VU’s DAS-2 cluster during the experiments).

Finally, the entire application (master and workers) is encapsulated into a JAR file, which is provided for execution to the Mediator Toolkit. The Mediator Toolkit is a Fractal application.

3.3 Persistence Controller and Life Cycle Controller

The Persistence Controller is the manager of application’s instance. Not only is it responsible for snapshoting, but also for starting (from scratch or from snapshot) and stopping application. For this to be accomplished, we propose bounding the Persistence Controller with the Fractal’s LifeCycleController. The latter is a simple state automaton (with two states: started and stopped). We propose extending the state-cycle to service snapshoting. See figure 7.

We propose to extend the started state of the component by adding substates representing different stages of the running application (created, initialized, running, and finished) and its snapshoting (snapshoting).
The Fractal LifeCycleController is responsible for starting and stopping the component. There are certain conditions under which a component can be stopped. For example, all method invocations on this component should have finished (special interceptor keeps a counter of active method invocations). Similarly, only a component with all mandatory interfaces bound can be started.

Our system could also benefit from this approach. Transitions between stopped and started states could be limited to only a few started substates. The component should not be allowed to stop when the snapshoting is being performed. Additionally, stopping an application in the running state could mean interrupting the application (transition to finished) first.

3.4 Application controllers

The proposed application controllers (steering – sc, persistence – pc, distribution – dc, and component – cc) may be implemented either as Fractal-controllers (part of the membrane) or as usual components – see figure 8.

3.4.1 Application controllers as part of the membrane

Application controllers can be implemented in the same way “native” Fractal controllers are implemented in Julia – by using Mixin. New controllers can extend utilize multiinheritance to enable close cooperation. Controllers implemented in such a way would be placed inside the components membrane – see figure 8(a).

Additionally, this approach could benefit from components types in Julia (e.g. primitive, composite). We could define a new type of component to provide the applications developers with a simple way of encapsulating their application into a framework-enabled component.

Because this approach isolates the configuration (which involves steering, distribution, persistence and component controllers) and implementation, it seems to fit perfectly into the overall Fractal architecture. However, it requires rather complicated implementation (using Mixin) for both – the mediator toolkit developer and the application programmer. The mediator toolkit developer has to use Mixin in order to implement default controllers. The application programmer, in turn, is forced to use Mixin to prepare custom controllers.

Investigating this approach is left for future work.

3.4.2 Application controllers as components

In this approach, controllers are implemented as usual components – see figure 8(b). They export server interfaces to be connected to the framework and client interfaces for binding with the application.
Figure 8: Controllers

Using typical components significantly eases the implementation. At the same time, it does not violate the Fractal architecture. Controllers can be simply regarded as the intermediate layer of components between the application and the framework.

This approach will be discussed in broader context in the next section.

3.5 Dealing with different types of application

The Fractal Mediator Toolkit is ready to run not only with applications following the Fractal design, but also with non-Fractal ones – see figure 9.

3.5.1 Non-fractal-like applications

The framework is able to cooperate with applications that do not use the Fractal framework. In that case, the set of default controllers is created.

A user application is encapsulated into the default persistence controller as this component is responsible for starting and stopping the application, and it has direct access to the application object. This controller, together with default distribution, component, and steering controllers, are integrated into a default application component, which is bound to the rest of the framework via the application manager.

The default implementations of controllers are very simple. Only the persistence controller is able to perform some actions – starting and terminating the application. All other methods in this and the remaining controllers throw the ‘not yet implemented’ exception, as they cannot be provided without a specific knowledge about the application.

3.5.2 Fractal-like applications

The Fractal-aware applications are very easy to connect to the framework.
The only requirement towards the application developer is to deliver a Fractal component (‘user application component’, see figure 8(b)) with exported interfaces for each of the controllers (dc, pc, cc, and sc). Internally, they are expected to be bound to the user’s implementation of the controllers.

### 3.6 Security

An interesting possibility for the framework could be using the interceptors to implement the security.

Interceptors provide the ability to surround any method invocation with virtually any code, including exception handling. Interceptors are part of the membrane. They can communicate with controllers.

A possible architecture could involve inserting security interceptors for all calls outgoing from the application. Additionally, the application component membrane could be enriched with a security controller. In order to use Grid services (make external invocations), the application would have to provide the security controller with proper credentials, which would be used by the interceptors on each method invocation to verify access.

### 4 Conclusions

This report summarizes our experiences with investigating the Fractal component model. We have described Fractal specification and its three implementations. Julia is the reference implementation, which we later used during our experiments. However, we also mentioned interesting alternative implementations: aspect-oriented AOKell and Grid-oriented ProActive.

Our main goal has been to gather experience on using Fractal as an example component framework, when designing a Mediator Toolkit in a component manner. The important improvement over the current Mediator Toolkit design have been controllers. More precisely, we have introduced four controllers (component, parameters, persistence, and distribution) in order to separate different aspects of the application control. Furthermore, we have presented how such controllers could be implemented in Fractal. We have also shown that the Mediator Toolkit could provide support for both component and non-component applications so that all types of applications could be run on the Grid.
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Abstract

Moccaccino project described in this paper provides a novel ADL speci-
fication and a manager tool that facilitates the deployment and management
of component applications on the Grid. The concept of hierarchical com-
ponent groups and connections indexed as lists or maps is introduced in the
ADL. The designed and implemented Moccaccino Manager is suited for
MOCCA, a CCA compliant framework build upon H2O, which is a secure
and lightweight middleware platform providing a flexible component con-
tainer. The interoperability with GCM and CoreGRID research group on
component deployment is addressed as well.

1 Introduction

Component-based programming paradigm becomes increasingly popular model
in scientific computing [6]. A component model supports software composition,
deployment and reconfiguration, which are the essential requirements for building
and running applications on such environment as Grid. Running component based
applications on the Grid environment still remains a challenging problem involv-
ing resource discovery, component deployment and application management in
response to changes of environment.

The main characteristics of the problem may be briefly summarized as follows:

- The application components and their connections may have various de-
  mands for computing power and communication cost;
- The application may include collections of components;
- The number of components in a collection may depend on the number of available computing nodes;
- The number of nodes may change in time.

The main assumption is that the component application should be possibly unaware of the complexity of the environment it is running on, so the responsibility for dealing with deployment and adaptation process should be thus delegated to the specialized manager tool.

Consequently, such a manager tool should be aware of both the environment and the application structure. Environment awareness can be achieved by using an appropriate discovery and monitoring techniques. The component application structure respectively can be expressed using an Application Description Language (ADL). In this paper, we describe our approach to development Moccacino: a manager for a component application running on the Grid and the ADL designed for this purpose. The background for our research is the CCA [2] model and its distributed framework MOCCA [9, 8].

The advantage of the CCA modes is that it was designed to satisfy the requirements of scientific applications. Moreover, the simple specification and support for reconfiguration of application at runtime make CCA useful basis for our research. MOCCA is a CCA compliant distributed framework, based on H2O platform which offers lightweight component containers called H2O kernels. Current version, called MOCCA_Light, is a pure-Java implementation and provides some extensions of CCA for multiple ports and connections.

2 Related work

A number of projects is being developed, that aim in supporting automated deployment of component applications in Grid environment. In order to fulfill this objective, they produce their own Architecture Description Languages.

The Fractal ADL [3] defines the component types, their connections and containment relationships between hierarchical components. Recent work on extending the Fractal towards the Grid Component Model also addresses the deployment problem and proposes a common solution for automating this process [4].

Grid Application Factory Service [5] for CCA addresses the problem of building reliable, scalable Grid applications. This solution is based on separating the process of deployment and hosting from application execution, and uses XML documents for describing these stages.

Corba Component Model (CCM) also has the concept of IDL3 language, which is responsible for application assembly and deployment. Within the Grid-

In addition to the examples presented above, other ADLs were inspected and taken into consideration. A good overview of ADLs can be found in [1].

Despite the number of ADLs, none of them fully satisfies our requirements. Problems such as describing components characteristics (computational and communicational needs) or building structured component-based applications are not solved. Furthermore, specifying number of components in a way that would enable adapting quantity of components to available resources is not supported.

3 Our approach - ADL concept

Considering the advantages, disadvantages and limitations of above-mentioned ADLs we identified the following goals to achieve when designing the ADL for Moccaccino (ADLM):

1. to make ADLM as concise as possible,
2. to facilitate modification of the quantitative properties of architecture,
3. not to lose expressiveness of the language, therefore to support a breadth of application architectures,
4. to link resources such as executables and documents using URLs,
5. to allow containing information related to other aspects of deployment such as scheduling or policies of adaptation.

To facilitate document processing and programming the tools the XML-based syntax was developed. The main elements of the description are described below. Component class is a basic element that defines type of a component. To facilitate the parametrization of application description the term of component instances group is introduced.

Component instances group is established by zero or more component instances. These instances are physically separate and independent, but their connections follow the same pattern. For example in case of master-worker architecture, every single worker is connected with master, therefore despite that workers are individual they are connected according to the same pattern. If so, we may logically treat them as a component instances group and represent it as an ensemble in the qualitative component diagram.

When a component is connected to a collection, there is a need for an addressing scheme for indexing the multiple connections. Connection qualifier defines
the addressing scheme in pluggable mechanism, and such basic qualifiers as list or map are provided. The connections are parametrized by qualifier-specific properties such as list length or map key set.

The important rule in our system is that the connection multiplicity implies how many of component instances of a group are to be created. For example, if a master component is connected to the workers collection using a list qualifier, than the number of workers will be equal to the list length.

Obviously, since the qualitative component diagram may not be a simple tree, the connection cycles may exist. It may result in the unambiguity of the number of component instances. This issue amongst the others is covered by Component Graph Builder (CGB) which validates the diagram.

Moccaccino can support as well ordinary quantitative component diagrams by describing all connections as individual (with multiplicity equal to one) and then treating component instances group as a single component instance.

It is also worth noting that in ADLM number of Moccaccino-specific decorations are present. These include attributes associated with component instances group and connections which provide information about computational power needs and connection load which are used for deployment optimization.

4 Architecture of Moccaccino

In order to validate the proposed ADL approach, the Moccaccino Manager which was designed and implemented. Figure 1 presents the Moccaccino components’ dependencies along with results of their activities.

The Moccaccino Manager is responsible for deployment, execution and management of the application. Its functional components are: ADLM Unmarshaller, Component Graph Builder (CGB), Kernel Information Provider (KIP), Deployment Planner (DP) and Application Deployer (AD).

The ADLM Unmarshaller component is responsible for parsing the file that contains the application description ADLM file (XML-based). While parsing, the application model is built using Component Graph Builder to create components graph. The model that represents application is called Application Object Model (AOM). It is a data structure that can be exchanged between functional components to construct and deploy the application.

The deployment process itself is handled by the Application Deployer component. The result of his action is a deployed application and a handle to it, which Manager can further use. Application Deployer uses a Deployment Plan, which assigns H2O kernel to each application’s MOCCA component. This plan is built by the Deployment Planner, that can implement different policies to make the plan possibly optimal. The H2O kernel information needed for the construction for
Deployment Plan are obtained from the Kernel Information Provider component which may be configured to run in static mode - by providing a list of available kernels or dynamic mode in which case it uses the HDNS registry.

Moccaccino provides also a tool for visualizing the application model, expressed either in AOM or ADLM form.

5 Integration within the STE Institute

The approach described here fits well in the context of the Systems, Tools and Environments Institute of CoreGRID mainly for the reason that it follows the generic component paradigm. There are also two more specific integration activities, which strengthen the relevance of the presented work within the Institute.

The first is the response to the newly drafted GCM (Grid Component Model) specification. Our recent work shows that the CCA and GCM components can be integrated into one component system, and moreover two frameworks: one CCA-based as MOCCA and another Fractal-based as ProActive can interoperate at runtime and build one large distributed component applications.

The second one is the activity of the Application Deployment Component research group. The Application Manager tool and ADL-based description within Moccaccino project as an alternative solution bring a new experience to this re-
search group and helps better understand and analyze the process of component deployment on Grid.

6 Summary and future work

In this paper we presented Moccaccino: an application manager tool for supporting CCA components on the Grid. The tool required developing a new Application Description Language, which supports hierarchical parametrized component groups and connections as well as performance hints for optimizing the deployment. The current and future work includes development of deployment and adaptation algorithms, introducing on-line monitoring support, tests on real applications and further integration with deployment solutions within GCM.
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Abstract
The last few years we have seen the emergence of pervasive and mobile computing technologies. At the same time the Grid has become the de facto standard for distributed and high performance computing. A lightweight Grid infrastructure may well provide a solid foundation for pervasive computing. For this to happen, we must rethink our design goals, and provide support for mobility, resource limited and non-dedicated environments, and redesign the process communication models to reflect the dynamic conditions of the system. In this paper we try to identify the requirements for supporting service and session mobility in lightweight Grid systems; review current approaches and discuss their limitations; and present our ideas for an integrated platform that meets these requirements.

1. Introduction
Applications deployed on computational grids very often require communication facilities, as is the case, for example, with synchronous or interactive parallel applications. This necessitates the grid framework to offer relevant supporting communication mechanisms. An issue that is related to communication is the application task migration. In SOA environments, an application may be composed by a number of services in a workflow, so actually a task migration may be service migration as well. Task migration may be triggered by a resource or service failure in the Grid infrastructure, or imposed by the load balancing mechanisms in the system. The need for migration schemes becomes even more obvious in such dynamic environments as Grid systems comprised mainly of mobile devices. The latter are much more volatile than traditional Grid resources, as they are susceptible to a wider range of failures such as increased energy sensitivity due to battery issues; intermittent connectivity and unpredicted connection patterns due to the unreliable wireless links; and possible resource constraints due to size and mobility restrictions.
In this paper we take a fresh look at mobile and lightweight Grid infrastructures. Our perspective puts the mobile devices in the center and we discuss a set of requirements necessary to realize our conceptual architecture. We present a number of relevant projects in the field of checkpointing and migration and then propose our solution. Finally, we conclude this paper and lay the roadmap for our future work.
2. Relevant Work

ProActive [1] is a Java library for developing distributed and grid applications. It is based on the concept of the active object – i.e. object that has its own thread of execution. The application is built up of subsystems, any of which have a single active object and may have also passive objects. Outside the subsystem, only the active object is visible. ProActive supports active objects’ mobility, grouping of objects and establishing communications between the objects in the group, and also a SPMD programming model. Any active object in ProActive may migrate to another location (another JVM). The migration may be triggered either by the object itself, or by another agent. If the active object that migrates references passive objects, they will migrate with it too. After migration of an active object, messages sent to it are forwarded to the new location of the object.

ProActive offers a flexible mechanism for creating groups of objects and performing operations on the group as a whole. The results of such operations are also groups. The group communication enables simulation of an MPI-style collective communication. This can be used for implementing SPMD activities. Here an SPMD group is a collection of objects which reference all the other active objects in the group.

Ibis [2] project is a Java-based programming environment for grid computing. Central for its architecture is the Ibis Portability Layer (IPL), which offers an interface to different grid services such as monitoring, resource management, etc. It can have different implementations which may be selected and loaded at run time.

IPL provides the interface to various communication mechanisms. It provides one basic communication abstraction – unidirectional message channels. The endpoints of communication are send and receive ports, which are connected through these channels. For group communication, a send port may be connected to multiple receive ports, and vice versa. The actual communication may be realized through different protocols, such as TCP, UDP, MPI and specialized protocols such as Panda and GM, where supported by the interconnection. Ibis implements several application programming models on top of the IPL – RMI, whose implementation has some optimisations over the traditional RMI, group method invocation (GMI), which extends RMI with group communication, divide-and-conquer parallelism in the Satin system, and RepMI for communication through replicated objects (RepMI is under construction).

Although Ibis offers variable communication facilities, it does not have enough support for service mobility in highly dynamic environment. The Satin system offers migration, fault-tolerance and malleability, but for a specific type of problems – the divide-and-conquer tasks, while for a grid with clusters of mobile devices a more general model is needed.

Agents based Grid systems. Many grid systems use some form of mobile agents. As described in [3], in a grid system composed of desktop computers a user might be represented by an agent, which the user receives upon registering in the grid system. The user submits jobs in the system through the agent, which finds machines for execution of the job. If more machines are needed, the agent spawns child agents and sends them to different computers, where they start and monitor the user process. If a machine becomes unavailable, the monitoring mobile agent migrates the process on another available machine. For this purpose checkpointing is used.
For the purpose of process interaction, each process involved in the same job is addressed with a sequential number, valid only inside this job. Upon migration, this ID is translated into appropriate IP address. A Java wrapper object is in charge of supporting the process interaction. The user process calls the wrapper's message-forwarding method, passing the ID of the destination process. The message is passed to the corresponding mobile agent that tracks the machines, participating in the job execution. It maintains a table which translates ID to IP address. Upon migration the mobile agent sends the new address only to the processes that have communicated with the migrated process within a certain time interval.

**JGrid** is a Java and Jini-based grid system, developed at the Veszprem University, Hungary. The system supports process interaction based upon MPI-like message passing and high-level remote method calls [4], [5]. For the first one Java MPI method calls are used for communication. The Compute Services create the processes that perform the computations and establish socket connections between them. For the mapping between the physical channels and the logical connections a translation table is used. The mapping is transparent to the working processes. After starting the program, MPI_init method initializes the communication infrastructure, thus connecting the processes through logical channels. In this way a wide-area parallel system may be created.

The second mechanism for process interaction allows tasks to communicate through remote method calls made through task proxies. When a remote process is created, the client receives a task control proxy, which references the task and may be passed to other tasks. Thus a set of remote tasks may store references to each other. Tasks can call remote methods on other tasks to implement a desired communication model.

Service migration is supported by the JGrid system through application level checkpointing – the service that requires migration support implements an interface with methods for saving the current state of the service. In case of migration the system is responsible for restarting the service on another host from the last checkpoint.

**H2O** [6] is a component-based and service-oriented framework, intended to provide lightweight and distributed resource sharing. It is based upon the idea of representing the resources as software components, which offer services through remote interfaces. Resource providers supply a runtime environment in the form of component containers (kernels). These containers are executed by the owners of resources and service components (pluglets) may be deployed in them not only by the owners of the containers, but also by third parties, provided that they possess the proper authorization. Inter-component communications are based on an extension to the Java RMI, called RMIX. It supports asynchronous calls, one-way calls and dynamic choice of the wire protocol.

H2O allows for the creation of a communication infrastructure that facilitates the execution of MPI programs across multidomain clusters. “Proxy” pluglets are used for transparently intercepting and forwarding the messages to the remote site. Proxy pluglets benefit from the H2O communication facilities for forwarding messages. They are loaded on all participating kernels and handles to these pluglets are distributed among all kernels. The communication between proxy pluglets is performed through direct channels between pluglets. The implementation of this infrastructure uses the MPICH library and makes some enhancements to it.

H2O does not offer direct support for service migration.
3. Requirements for Service Mobility

The very different nature of mobile devices and the subsequent integrated mobile Grid systems mandate that we must rethink our design goals of the fundamental infrastructure layer of the Grid system. Supporting mechanisms in such environments are very different than traditional ones. We can identify mainly three classes of requirements in this case: monitoring-related, group-related and migration-related requirements. In the following paragraphs we discuss in more detail these requirements.

3.1. Monitoring

As they say, prevention is better than cure, and so we must take actions to at least try to anticipate possible failures in our systems—if not prevent them altogether. Prevention is arguably a very challenging task, but in our case, diminishing the impact that a failure can have on our system is almost equivalent. For this to be realized, we need a monitoring scheme that will generate notifications in case a condition that might lead to a failure occurs in a resource or a particular service.

There are two classes of events that we need to monitor in such a system: hardware resource loads and connectivity issues. Hardware resources need to be monitored because they may lead to an overloaded resource and hence reduced performance. In an networked environment, reduced performance becomes the equivalent of a failed resource. Keeping tags on the loads of the most important resources—CPU, memory, network, battery, will allow us to take preemptive action. Connectivity issues will eventually arise due to the mobile nature of the participating hosts. Trying to predict the mobility patterns of the resources/services might give us an opportunity to save and restore a task in a different node instead of helplessly waiting for the disconnection.

3.2. Checkpointing / Migration

Checkpointing and migration mechanisms become a necessity in very dynamic and unreliable environments. A mobile Grid system should support both transparent migration of services and application tasks in other available hosts. Neither the clients nor the service itself should have knowledge of the migration procedures.

In order for migration to be usable, checkpointing functionality should be supported as well. A snapshot of the executing task should be taken at periodic times, detailed enough for the migrated service to be able to continue from that point instead of starting all over again.

3.3. Group Formation and Communication

Formation of groups is needed for collective communications inside the mobile Grid system. Such communication is needed to identify and query available nodes; to collect information regarding the status of the nodes; to identify and select possible migration targets; and generally to realize and support the mobile service communication model. The formation of the groups should be truly dynamic—participating services should be able to join and leave the group at any time and for any reason.
4. A Lightweight Grid Communication Model

The key approach we see as crucial for meeting the aforementioned requirements is the grouping and clusterification of the non-dedicated and often inadequate resources in order to split the system functionalities in related layers and abstract away from prospective clients the mobile and dynamic nature of these resources.

In a previous work [7] we developed a communication model for a hierarchical lightweight grid platform. Its architecture consists of three layers. The different clusters which comprise the system represent the first level. The second level is the grid level which is comprised of inter-connected clusters. The (optional) third level is the ability to connect the platform with other grid systems. The entry point for both cluster and grid level is a portal. We have cluster portal for each cluster and a grid portal for the interconnected clusters. There are system services local for each cluster and they have corresponding representatives on the grid level.

The cluster level services are represented in the outer Grid through a number of aggregator services deployed at the cluster level proxy. One aggregator service is automatically generated and deployed for each group of similar service in the cluster (where similarity is determined by the published interface) These present a uniform and consistent interface to a dynamic set of underlying services. It also provides location and binding transparency which in turn gives us the flexibility to allow for many different binding protocols to be used for the cluster services e.g. Web or Grid services, RMI Activatable Objects and so on. The proxy knows all the details about the underlying nodes and hence clients wishing to communicate with services available in the cluster have to pass through the proxy. They will have no a priori knowledge of the topology, communication protocol, or binding address for the services –the proxy handles this procedure.

The communication among running services/tasks requires that they be uniquely identified. One obvious solution is to introduce unique ProcessID (TaskID) within the cluster and a ClusterID for each cluster in the grid. Thus ClusterID+ProcessID points to a single running task. When Resource Management Service (RMS) receives a task for execution and allocates it to a particular node, it creates the mapping ProcessID-NodeID-ClusterID.

4.1. Communication Management

The platform uses centralized management (cluster-wide but not grid-wide) based on a system Communication Service (CS). CS performs similar activities to those performed by a communication meta-service with master-workers model. In this scenario messages are sent to CS for particular process and CS forwards them to the exact location. CS interacts with the Monitoring Service (MS) and RMS in order to update information about processes exact locations when they migrate.

The Node Service of each node intercepts the outgoing traffic from the node, and redirects it to the CS. (Here it is possible to present a wrapper service for the application service, which should intercept the outgoing messages, but this will complicate the infrastructure, that is why a better solution is this to be a function of the Node Service). After the NS intercepts a message, it adds to it the physical address of the node and forwards it to the CS. The CS delivers it to the destination. When the destination service
replies, its NS intercepts the reply and attaches to it its physical address. Thus any further communication does not pass through the CS, but takes place directly between the two services (actually, between their NS). For each message there is a time-out period. The Node Services of the communicating processes keep tables with the corresponding logical and physical address. They use these tables when the traffic goes directly and does not pass through the CS. If there is no reply after the end of the time-out, the corresponding record from the table will be removed. This may happen if the correspondent does not want currently to communicate, if it crashed or finished, or if it migrated. In this case the outgoing traffic should again pass through the CS, because if the process migrated, the CS would know its new location.

In this communication model, services are single-session in the sense that when multiple requests come for a single service multiple instances of the service are started, eventually on different nodes. Thus mobility of the session is automatically provided with the migration of the service – the checkpoint which saves the status of the service actually saves the session too. The checkpoint should also include the user token so that after the service finishes work the result is sent to the right user.

Group formation is supported by the aggregator services that represent a particular functionality [9]. Services in the cluster, once registered, they can join and leave the group on demand, and the indexing components of the platform always remain updated. Group communications are built on top of the mirrored and parallel interfaces that each aggregator service publishes. This collective layer on top of the resources “fabric” layer, allows the traditional semantics of mirrored invocation for higher reliability; and SPMD (Single Program, Multiple Data) for distribution of the load to many nodes in the cluster. The mirrored interfaces can be easily extended to support MPI-like collective operations like Gather, Scatter and synchronization barriers while Broadcast and filtered selective Multicast is already supported.

4.2. Monitoring and Mobility Management

In order to monitor mobility, we are calculating the probability that a device will go off range in the next discreet time slot. We are using the straightforward and realistic assumption that the closer the device is to the access point, the better the chances it will remain in range [8]. Distance in this case is measured in milliseconds as the end-to-end communication delay between the node and the proxy behind the access point. This is in essence a “virtual” distance as it doesn’t depend on the actual distance but on the environmental conditions and obstacles between the two endpoints. In order to measure this distance we can use simple ICMP packets —i.e. ping utility. Then, let $S_f$ denote the network’s standard range, the probability that a device $n$ stays in range can be calculated as:

$$P_n^f = \frac{|S_f - S_n|}{S_f}$$

where $S_n$ is the “virtual” distance of the device from the proxy. $S_n$ can further be enhanced by taking into consideration previous measurements so that we try to “predict” the next distance. Assuming we keep track of the last $j$ distances, $S_n$ can be calculated as follows:
\[ S_n = \sum_{k=1}^{j} W_k S_n^{j-k} \quad \text{where} \quad W_k = \frac{k}{C} \quad \text{and} \quad C = \sum_{k=1}^{j} k \]

where \( W_k \) is a weighting factor to give more importance to recent measurements.

We are making use of these calculations in order to prioritize the services in the local cluster indexing components. That is, the higher the probability a device will remain in range, the higher the chances it will be selected for an execution before other devices with lower probabilities. Furthermore, when detecting a handoff situation.

Of course the virtual distance is not the only measurement taken into consideration when monitoring the mobile devices: hardware resources like CPU, memory, network and battery should be monitored as well in order to anticipate possible failures due to lack of resources. For this, the.intelliagents installed in the devices, periodically provide information on the dynamic state of the host: CPU load, memory load, network load and battery levels. These periodic updates serve also heartbeats to determine “hard” failures – sudden hardware or communication failures that could not be predicted. After a certain timeout limit, the device is considered offline and action needs to be taken. Just like all features of the platform, heartbeats are totally configurable by the administrator. This ensures that different application needs are met in different installations.

It is possible every service to have a personal intelliagent, different from the one responsible for monitoring the status of the device. When the monitoring agent detects possibility of failure of the device, migration of all services on this node will be performed to another device in the cluster. On the other hand, if a failure of a single service is detected, which is not due to problems with the device, it will be restarted, either on the same or on another mobile node.

### 4.3. Checkpointing and Migration Management

Migration of a running task/process may happen in one of the following cases:

- the node, on which the task is allocated, fails and the task is moved to another node (for fault tolerance)
- the task itself fails
- there is a node with less load and the task is migrated to it (for load balancing)

Monitoring Service (MS) keeps track of running services and in case of service execution failure or node failure it informs RMS. RMS should decide what to do – restart the task from the last checkpoint or reallocate the task and restart it from the last check-point or the beginning. When a process is migrated, RMS updates the new location – the previous ProcessID is mapped to a new NodeID and a new ClusterID if the process is reallocated to another cluster. The latter may happen when the task was reallocated from Grid Resource Management Service (GRMS).

### 5. Integration within the STE Institute

The high-level system communication services supporting different types of communications in grids of non-dedicated or resource limited environments ware not addressed in the roadmap of the STE Institute. However in this paper we addressed the problem of building a generic platform supporting system communications. We consider the clusterification and hierarchical proxies are the key approach for masking the various
types of service/task mobility caused by system requirements, application or resource failure.

6. Conclusion and Future Work

Our overview reveals that ProActive groups of objects is very close to our concept of building clusters that support the communication transparency between migrating services as well as on inter-cluster level. Another useful component of such integrated platform is also the Ibis IPL with its support of abstract communication channels. To achieve full mobility transparency these tools are to be upgraded with the system functionalities of our integrated platform such as mobility monitoring, checkpointing, migration and distant launching. A further step in our model is to consider the possibility of different levels of support of persistence – e.g. the communications of the persistent and non-persistent applications as well as communications for the multi-session or multi-instance services.
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Abstract. Significant segment of applications running on production grids are parameter studies. Parameter studies realize SIMD style parallelization, namely the same code is executed on several independent parameter sets simultaneously. Although several tools support the parameterized execution of a single job or a single Grid service, no significant research has been carried out on user friendly environments that support the parameter study style execution of Grid workflows. The paper presents our concept for parameter study workflows and the way it has been implemented in the P-GRADE Portal. The P-GRADE Portal now provides an intuitive development and executor environment for parameterized workflows. The executor subsystem of the Portal has been designed to prevent users from flooding production Grids with large number of computational tasks. In order to illustrate the capabilities and benefits of the Portal, a workflow for molecular dynamics analysis using the CHARMM chemistry application is presented. It is shown how the parameter study extensions of the Portal make the creation and execution of this computationally intensive workflow more efficient.

1 Introduction

Parameter studies (sometimes called “parametric studies” or “parameter sweeps”) are applications in which the same binary (job or service) should be executed with a large set of input parameters. Parameter studies can run efficiently on Grids, since these applications consist of large number of independent tasks that can be executed on different resources simultaneously. Indeed, there are several projects that demonstrated that parameter study applications are the optimal way to utilize Grids [1]. However, most of these projects tackled only single job parameter studies. The real challenge is to support the parameter study style execution of complex applications that consist of large number of jobs/services connected into a workflow.

There have been three projects that tried to combine parameter studies with workflow-level support. ILab [2] manages special parameter study oriented workflows. With the help of a sophisticated GUI, ILab users can explicitly define how to distribute and replicate the parameter files in the Grid and can launch independent jobs to process different segments of data files. ILab provides a very static, restricting concept, thus the exploitation of the dynamic nature of Grids cannot be achieved. The SEGL [3] approach puts more emphasis on handling the Grid as a dynamic entity. SEGL also provides a GUI to define workflows and to hide low level details of the underlying Grid. SEGL workflows provide tools for several levels of parameterization, repeated processing, data archiving, handling conclusions and branches during the processing as well as synchronization of parallel branches and processes. The problem with the SEGL GUI is that it might be too sophisticated, requiring far too much skills than Grid end-users have. Furthermore, both ILab and SEGL are connected to one particular Grid, although in case of a parameter study execution exploit as many resources as possible is often required, even if these resources should be collected from different Grids. The result of the third project is the MOTEUR parametric workflow manager tool [5]. MOTEUR is capable of scheduling service workflows described in SCUFL and to execute them over multiple parameter sets. Despite MOTEUR has a quite developed runtime system and provides many options to define parametric workflows, it does not have graphical interface, thus its usage requires programming knowledge.
Our goal was to provide an easy to use graphical environment for the development and execution of workflow based parameter studies. Moreover, the targeted tool should interoperate with every widely used production grid platform and should minimize the load on the connected resources even in case of workflows executed on large parameter spaces. The starting point for our project was the P-GRADE Grid portal [4] that provides a workflow-oriented developer and Grid executor environment integrated into a Web portal. Because P-GRADE Portal interfaces with LCG, gLite, Globus and ARC middleware based Grids, it was a perfect candidate to achieve our goals. Moreover, because a single P-GRADE Portal installation can be connected to multiple Grids at the same time [4], parameter study tasks can be more efficiently distributed by the Portal than using a single Grid environment. In 2 the workflow concept of P-GRADE portal is introduced. This concept has been considered as the starting point for our work. In Section 3 the notion of parameterized workflows is introduced and the cross-product and black box parameterized workflow execution strategies are detailed. In Section 4 the P-GRADE Portal based implementation of the concepts are described. Finally in Section 5 we draw conclusions.

2 The Workflow Concept of P-GRADE Portal

P-GRADE portal consists of two main components: a portal server application built with Web technologies and a workflow editor implemented as a downloadable Java program. The editor is used for workflow development, while the portal server is mainly used to manage the execution of workflows in the connected Grid(s). A P-GRADE Portal workflow is a Directed Acyclic Graph (DAG) where nodes of the graph can be jobs (sequential, MPI or PVM) or application services. Input and output ports can be connected to any node of a workflow. Input ports represent input files to be processed by the node, output ports represent output files to be generated by the node. Input and output ports can be connected by directed arcs (from an output port to an input port). Arcs represent the file transfer operations between nodes that must be resolved by the workflow runtime system of the portal during workflow execution. Indeed, the run-time system takes care of transferring and renaming the input/output files, so the user is completely released of job and file management during workflow execution.

Based on this semantics two-level parallelism can be easily achieved: the first level is among parallel branches of the workflow (inter-node parallelism), the second level (intra-node parallelism) is within a workflow node, if the job or service represented by the node is a parallel code (e.g. MPI or PVM). Our goal with the parameter study extension was to extend it with a third level, namely to enable the execution of the same workflow on different input data sets simultaneously. This third level represents SIMD (Single Instruction Multiple Data) style parallelization.

3 Semantics of Workflow-Level Parameter Studies

Turning a workflow into a parameter study means that its input data set is parameterized. Because input files are the main inputs of P-GRADE Portal workflows, we decided to support the parameterization of file inputs. As input files are represented by input ports in the workflow editor, this practically means that a new input port type should be introduced: PS input ports. According to our definition a “PS input port” is used to send a set of parameter files to a workflow. If there is a PS input port connected to a workflow, then the workflow should be executed as many times as the number of parameter files sent to the workflow through the port. From now on if a workflow (WF) has at least one PS input port connected to it is called a PS workflow (PS-WF). Workflows can be easily parameterized according to this rule if there is only one PS input port in a PS-WF. However, if more than one PS
input ports are connected to the graph there are several options to do parameterization. As it has been shown in [5] in such cases files coming from different PS input ports can be combined in several ways. In our current work we focus only onto the “cross-product” combination of input files, because this combination type is the easiest to understand and to use by the users.

Cross-product of input files means that the files sent to a workflow through PS input ports must be combined in every possible way. If there are $m$ PS input ports connected to a PS-WF, then the cross product operation defines an $m$ dimension parameter space. If $N_i$ denotes the number of input files to be sent through the $i$. PS input port, then the cross product defines $M = N_1 \times N_2 \times \ldots \times N_m$ points in the parameter space. Consequently, $M$ workflow executions will be generated from the PS-WF. (One workflow execution for each point of the parameter space.) A PS-WF executed for one point of the parameter space is from now on referred to as an “executable workflow” (e-WF).

The simplest approach to generate the $M$ e-WFs from the PS-WF is by the “black box” strategy. This strategy means that the workflow graph is considered as a black box and executed once for each point of the parameter space, without taking care of the inner structure of box. The runtime system of the portal generates $M$ instances from the workflow and extends each instance with the input file set determined by one point of the parameter space. At the end all the e-WF can be executed in the Grid.

Although the black box semantics results a simple and easy to implement PS-WF executor subsystem, it has a drawback, namely that is does not minimize the number of computational tasks. Every job/service of the original workflow is executed for every point of the parameter space, even if there are multiple jobs with the same input files started. Such situation happens when a PS input port is connected to one of the non-root node of the workflow graph. If $N_j$ denotes the number of parameter files to be sent to the non-root node through this PS input port, then every parent node of this non-root node will be executed $N_j$ times with the same input data. Obviously one execution would be enough. Because the black box strategy does not transfer data from one e-WF to another, it cannot discover such extra executions. We are already working on the elaboration of a more intelligent execution mechanism [6].


From the users point of view the lifecycle of PS-WFs consist of three main phases: 1. development of the WF that will be later executed on a large parameter space; 2. Defining the parameter space, thus transforming the WF into a PS-WF; 3. Submitting and monitoring the execution of the PS-WF in the Grid. Because the first phase was already covered by the P-GRADE Portal [4] we do not go into further details on that here. Phases 2 and 3 represent new stages in the application development, thus new tools had to be developed and integrated into the Portal. These tools are introduced in the remaining part of this section.

4.1 Turning Workflows into PS-WFs

To support the parameterization of WFs the workflow editor component of the P-GRADE Portal had to be slightly extended. With the new editor the user can open an existing workflow and can transform it into a PS-WF by turning any of its input ports into a PS input port. (Remember, that a PS input port defines one dimension of the parameter space.) A PS input port represents $n$ parameter input files to be processed by the workflow. These parameter input files will be given to different e-WFs during the execution phase.
PS input ports can be defined on so called property windows in the workflow editor. On each PS port property window a directory can be defined for the corresponding PS input port. This directory must contain the parameter input files that should be sent to the workflow through the port. In the current implementation the directory must refer to a Grid directory from one of the connected Grids of the portal. The user should place the series of parameter input files into this directory before submitting the PS-WF into the Grid. Because parametric input data is stored on storage resources instead of the portal server, the concept provides a scalable solution even for large parameter spaces. However, not only the input data but also the output data can fill a large space: one instance of every output file of the workflow is created by every e-WF. The portal should be released from storing this huge mass of data, result files of PS-WFs should be stored on Grid storages too. Obviously result files stored on the portal server would make the disc of the server a serious bottleneck during PS-WF execution. Our solution for the problem is the following: During the execution of an e-WF the portal server caches where output file generated by the e-WF. After the e-WF has been finished, its result files are archived into a single file and moved into a pre defined Grid directory. At the end of the whole PS-WF execution this Grid directory contains every result file belonging to the experiment. The Grid directory must be defined for the PS-WF in advance of workflow submission by the user.

As a summary we can say that turning an existing WF into a PS-WF is an extremely easy task. Simply turn some of the input ports to PS input ports and define a Grid directory where the result files to be generated by the e-WFs should be stored.

### 4.2 Executing and Monitoring PS-WFs

Monitoring becomes extremely important when a Grid application consists of thousands of workflows, each of them containing hundreds of jobs or services. The challenge is to visualize the execution statuses of so many e-WFs and their nodes in an easily understandable and manageable way. Facilities provided by the P-GRADE Portal for normal workflows were good starting points for us to define GUI elements for PS-WF execution and monitoring. The Workflow portlet, which is used for the management of normal workflows, has been extended with a new section. This new section provides monitoring facilities for PS-WFs. In the PS-WF section the user can submit, open and delete PS-WFs and can follow their progress during execution. A detailed view can be obtained for any PS-WF. In detailed mode the portal graphically presents the statuses of the currently active e-WFs of the PS-WF (e.g. the running e-WFs). Moreover, for each e-WF the user can get an inner view, which means that the statuses of the jobs of the active e-WF can be listed. In Figure 1 the detailed view of a PS-WF is presented.

As it can be seen in Figure 1, the PS-WF has 4 active e-WF. In the upper part of the figure the total number of e-WFs generated from this PS-WF can be seen: 6. Although the PS-WF resulted 6 e-WFs the portal did not start all these 6 e-WFs simultaneously. This is because a limit has been integrated into the portal for the number of parallel e-WF execution. The limit protects the connected Grids from being flooded, as it maximizes the load the portal can put on the Grid.

Fault-tolerance in PS-WF execution has an outstanding importance, since a PS-WF typically uses many Grid resources for a long period of time. Fault tolerance for normal workflow execution is provided by the Portal at several levels. First of all, any job of a WF can be assigned to a Grid broker. The broker will resubmit the job if its execution fails for any reason on the selected resource. If a job assigned by the user to a particular resource fails, or the broker reached the resubmission limit then the WF enters into “RESCUE” status. The user can reallocate the failed job to a different Grid or onto a different resource and the execution can be resumed from the point of failure. Because according to the
black box strategy a PS-WF is degraded into a set of e-WFs that can be executed as they were normal workflows, services provided by the Poral for workflow fault tolerance are available for e-WFs too.

Figure 1. Detailed view of a PS-WF in the P-GRADE Portal

5 Molecular Dynamics Simulation by a Parameter Study Workflow

CHARMM is a software application for modeling the structure and dynamics of molecular systems [7]. Systems ranging from individual organic molecules to assemblies of large biological molecules can be modeled with CHARMM. Because CHARMM possesses a wide variety of methods and routines, it can be used to address a wide range of problems. A classical problem CHARMM is used for is studying proteins in molecular dynamics (MD) simulations based on empirical force field potentials. A typical MD simulation consists of four parts: 1. heating up of the system to a desired temperature, 2. equilibration of the system at a desired temperature, 3. production phase in which a coordinate trajectory is generated 4. analysis phase when the trajectory with various tools available in CHARMM are analyzed.

The manual management of files and simulation parameters of MD experiments often result in an error. Therefore an automated system, in which all phases of one simulation are performed without interruption in the form of a workflow, is a crucial element of successful run. More importantly, from a practical point of view, submission and monitoring of a large number of computer jobs is a very time-consuming activity that can be far improved by parameter study techniques.

Multiple MD simulations running in parallel, preferably on hundreds of input data sets, may be needed to observe even a single event. In order to improve the management of submission and monitoring of the large number of production and analysis faces, the PS extension of the P-GRADE Portal has been used. Based on the PS P-GRADE Portal the time required to create and execute the experiment has been significantly shortened compared to command line techniques or the development of an application specific environment. On top of that, a simple modification in the seeds generator offered us a complete new set of parallel workflows ready to be submitted. The PS P-GRADE Portal based molecular dynamics simulation workflow has been demonstrated at the Supercomputing 2006 Exhibition in the USA.
6 Integration Within the STE Institute

The P-GRADE Portal is serving the users of the largest production Grids all around the world. The parameter study extension of the Portal provides solution for serious problems these users are faced with. The achieved results thus represent a significant link between Coregrid and Grid end users representing research and industry. Condor DAGMan enactment engine is used by the P-GRADE Portal for workflow management purposes. DAGMan has been extended by our group with several middleware specific scripts to make job submission and file management possible from the Portal into Globus, LCG, gLite and ARC middleware based Grids. These scripts act as gateways between the users’ applications and standard production level middleware services. Coregrid task 7.3 is working on a high level toolkit, which will establish an abstract layer on top of component based Grid frameworks, primarily on top of the component framework and mediator components under development by Coregrid tasks 7.1 and 7.2. In the long run this toolkit should take the role of mediation inside the Portal. However, this integration is reasonable only if we do not loose any of the existing portal features, thus if the toolkit is able to interoperate not only with Coregrid specific, but also with the widely used production Grid services. In this way the collective result of Coregrid WP7 would represent an important link towards projects and consortiums working on component based middleware systems.

7 Conclusions

In the paper the concept and implementation of a workflow based parameter study developer and executor environment has been presented. Although the currently used black box strategy does not minimize the number of computational tasks of PS-WFs, the built-in limitation for the number of concurrently running e-WFs prevent users from flooding the connected Grids with large number of computational tasks. We are already working on a more sophisticated PS-WF executor mechanism [6] and on a general meta-broker which can submit jobs into different production Grids. While the former improvement would minimize the number of computational tasks generated by parameter studies, the meta-broker would result better utilization of Grid resources participating in PS-WF execution.
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Abstract

As Grid technology matures more and more production Grids become available to run computationally intensive scientific applications. However, as these Grids are based on different middleware solutions interoperation between these platforms is one of the major challenges the Grid community is facing today. The P-GRADE/GEMLCA portal is a workflow oriented Grid portal that supports the execution of workflow components simultaneously on multiple Grids based on different underlying technology. Jobs can be submitted to Globus or LCG/gLite based Grids, or can be selected from the GEMLCA legacy code repository. However, as GEMLCA is implemented on top of GT4, it was capable to interact only with GT2 and GT4 based Grids until recently. Moreover, legacy codes selected from the GEMLCA repository were statically mapped to resources. This paper describes how GEMLCA has been ported to the LCG/g-Lite based EGEE infrastructure. Besides simply porting GEMLCA to another middleware it had to be made capable to interact with the EGEE broker solution. A legacy code can not only be selected from the repository, but using its legacy code interface description it is also defined which resources are capable to execute the given code. Based on this information the broker can find the most suitable resource at workflow execution. As a result of this integration the P-GRADE/GEMLCA portal is capable to interact with both Globus and LCG/g-Lite based Grids by the means of either direct or broker-based job submission, or by browsing and selecting the executable from the legacy code repository. The described work illustrates how two important components of production Grids, a legacy code solution and a Grid broker can be successfully integrated.

1. Introduction

The Grid computing environment requires special Grid enabled applications capable of utilising the underlying Grid middleware and infrastructure. As the Grid becomes stable and commonplace in both scientific and industrial settings, a demand is created for porting a vast legacy of applications onto the new platform. Companies and institutions can ill afford to throw such applications away for the sake of a new technology, and there is a clear business imperative for them to be migrated onto the Grid with the least possible effort and cost.

Grid computing is now progressing to a point where reliable Grid middleware and higher level tools will be offered to support the creation of production level Grids. A high-level Grid toolkit should definitely include components for turning legacy applications into Grid services. The Grid Execution Management for Legacy Code Applications (GEMLCA) [1] enables legacy code programs written in any source language (Fortran, C, Java, etc.) to be easily accessed through a Grid Service interface without significant user effort. GEMLCA
does not require any modification of, or even access to, the original source code. A user-level understanding, describing the necessary input and output parameters and environmental values such as the number of processors or the job manager required, is all that is needed to port the legacy application binary onto the Grid. Once the interface is described GEMLCA legacy codes are also available for other authorised users to run them with custom parameters or to include them in their Grid workflows.

GEMLCA was originally implemented to support service oriented Grid middleware, namely Globus toolkit version 4 (GT4) [2]. GEMLCA was implemented as a set of GT4 Grid services that submit legacy code jobs to local job managers like Condor or PBS using the GT4 WS-GRAM service. However, it became apparent that different production Grids currently use different Grid middleware without providing interoperability between them. In order to offer a legacy code converter tool, like GEMLCA, that supports the large variety of existing Grid middleware solutions, a more flexible approach was required. GEMLCA was re-engineered to be able to utilise different back-end plug-ins submitting to different Grid middleware.

The original GEMLCA concept only supported direct mapping of legacy code jobs to resources. GEMLCA legacy codes were tightly bound to a particular resource. At job execution or workflow creation the user first selected the target resource hosting the executable legacy code and then defined custom parameters. As more and more production Grids are experimenting with resource brokers it was necessary to extend the GEMLCA concept in order to interact with these brokers.

This paper describes how GEMLCA is capable to support multiple Grid platforms by creating middleware specific back-ends. These back-ends can also interact with existing resource brokers, like the LCG/g-LITE broker of the EGEE Grid.

2. Legacy Code Support for Multiple Grid Middleware

GEMLCA represents a general architecture for deploying legacy applications as Grid services without re-engineering the code or even requiring access to the source files. The deployment of a new legacy code service requires only a user-level understanding of the legacy application, i.e., to know what the parameters of the legacy code are and what kind of environment is needed to run the code (e.g. multiprocessor environment with ‘n’ processors). The execution environment and the parameter set for the legacy application is described in an XML-based Legacy Code Interface Description (LCID) file that should be stored in a pre-defined location. This file is used by the GEMLCA Resource layer to handle the legacy application as a Grid service.

GEMLCA is integrated with the workflow-oriented P-GRADE Grid portal [8]. The P-GRADE portal enables the graphical development of workflows consisting of various types of executable components (sequential, MPI or PVM programs), execution of these workflows in Globus-based Grids relying on user credentials, and finally the analysis of the correctness and performance of applications by the built-in visualization facilities. The P-Grade portal has also been extended with a GEMLCA administration portlet. This portlet hides the syntax and structure of the LCID file from users so that users do not have to know LCID specific details, and do not have to be familiar with possible modifications in legacy code description whenever a new GEMLCA release would require it. The user has to specify exactly the same parameters as in the XML file but this time using a simple Web form. The LCID file is created automatically and uploaded by the portal to the appropriate directory of the GEMLCA service.
GEMLCA has been internally designed in three layers. Each of these layers simulates an encapsulated black-box that is committed to deliver a well-defined functionality to the layer above that, independently of the underlying Grid middleware solution.

The first, Front End Layer, offers a set of functionalities as Grid Services. Any authorised Grid client can utilise the functionalities to deploy and use legacy code programs on a GEMLCA Resource. The GEMLCA functionalities are expressed with the help of the following GEMLCA Grid services:

- **GLCAdmin**: After authentication, GLCAdmin enables the client to modify the XML-based LCID file of an already deployed legacy code, or to create a new LCID file and upload it to the GEMLCA Resource.
- **GLCList**: Returns a list of already deployed legacy codes.
- **GLCProcess**: Submits the legacy application using GEMLCA to a compute server and gets job status and results back.

The GEMLCA architecture manages the concepts of legacy code processes (LCProcess). GEMLCA manages these processes, and they do not have to be confused with ordinary Grid processes. The Core Layer is in charge of the management of these internal concepts. When a GEMLCA Grid Service is created, automatically a LCProcess object is constructed within it. The LCProcess contains the memory structure to handle the legacy code input parameters and manage a unique hard disk environment to store legacy code input and output files. When a LCProcess is submitted, a GLCEnvironment object is created with new memory and hard disk structures. Using these concepts, several GLCEnvironments can be created, submitted and destroyed from a single LCProcess. Additionally, it allows multiple submissions in a multi-user environment, where user-specific information, input and output files and parameters, can be preserved separately from other instances running on the same node.

The final Back End Layer, is connected to the Grid middleware on the host where the architecture is being deployed. It knows the different ways to contact, submit jobs, and get status back from the correlated middleware. This layer, as it was described in the previous section, was originally tightly coupled with the GT4 Grid middleware. However, this feature restricted the deployment of the GEMLCA architecture to GT4 based Grids only. As the largest production Grids currently use either GT2, like the UK National Grid
Service [3] or the Open Science Grid in the US [4], or LCG/g-Lite [5] like the EGEE Grid [6] it was inevitable to redesign the GEMLCA back-end layer to support multiple Grid middleware solution.

Figure 1 shows the three layer GEMLCA architecture with multiple back-ends. Besides the original GT4 support described in [1] GEMLCA has been extended to submit to GT2-based Grids. As detailed in [7], the GT2 GEMLCA back-end allows users to create legacy code repositories on the GEMLCA resource, and select and submit the codes to the remote GT2 gatekeeper utilising Condor-G. This paper concentrates on the design principles of the third back-end plug-in that interfaces with LCG/g-Lite based Grids through the EGEE broker.

3. GEMLCA in broker-based Grids

Production P-GRADE Grid portals, installed in the EGEE Grid, submit and execute jobs on EGEE resources using the LCG broker. GEMLCA has to be extended towards the EGEE platform to run legacy code applications on the EGEE Grid using the LCG broker. In order to run legacy code applications on EGEE resources with the LCG broker the following requirements should be satisfied:

1. GEMLCA should be able to submit jobs through the LCG broker using its JDL language instead of using the Globus’s RSL.
2. GEMLCA should be able to send input files and retrieve output files using the LCG broker.
3. The LCG broker should submit legacy code applications only those resources where they can be executed taking into consideration their specific configuration and execution requirements.
4. The LCG broker based job submission for legacy code applications should be integrated seamlessly with the P-Grade Grid portal to minimise user efforts to learn and apply this solution.

The GEMLCA team created a legacy code repository, called GEMLCA-R, to run legacy code applications as jobs on the Grid. The repository contains the binary and may include some input files of the legacy code applications. Information about these applications can be retrieved through the repository list. Code owners first, should check whether their applications can run on a resource next, they should upload the applications into the GEMLCA-R, assigned to the resource. After uploading legacy applications users with valid certificates and the required authorisation can select and execute legacy codes using a list of available legacy code applications registered with a GEMLCA-R.

We identified two approaches to submit legacy code applications through the LCG broker:

1. One-to-one brokering
2. One-to-many brokering

3.1. One-to-one brokering

According to this approach a legacy code application, implemented as a GEMLCA Service, is assigned to one particular EGEE resource. To describe this assignment the service should extend the JDL file to restrict the submission of the legacy code to the allocated resource. As a result, when GEMLCA submits the legacy code application to the LCG broker, it forwards the code to the resource, which is specified in the JDL file. In this
approach legacy codes could be assigned to resources using either the unbalanced or balanced job submission.

**Unbalanced job submission.** Each EGEE resource should have its own repository, which is maintained by GEMLCA services mapped to the resource. The mapping between the resource and the service is defined by the code owner and done by the P-GRADE portal. Submitting a legacy code as a GEMLCA service to an EGEE resource requires an extra input file, which defines the EGEE resource where the execution should take place. Using the unbalanced job submission, the user selects an EGEE resource specifying a GEMLCA-R. The portal forwards the job to the LCG broker, which is a single point of entry to the EGEE Grid. The broker sends the job to the resource defined by the user not performing any kind of brokering activities.

**Balanced job submission.** It is the extension of the unbalanced job submission. The P-GRADE portal has its own built-in broker service, which can interface with GT2 and LCG Grids. The built-in broker selects the EGEE resources for the GEMLCA service using an aggregated list, which contains all legacy codes registered with GEMLCA services. The aggregated list leads to longer job setup times because of queries made to create the list and caching the legacy code list of GEMLCA services. Using the built-in broker, no resource selection UI is available. In this approach the user forwards the job to the built-in broker that selects an EGEE resource specifying a GEMLCA-R. The portal forwards the job to the LCG broker, which sends the job to the EGEE resource selected by the built-in broker.

### 3.2. One-to-many brokering

This approach assumes that the list of EGEE resources where a legacy code can be executed has been compiled and is available. The GEMLCA service, representing the legacy code, has to add this list to the JDL file. Having this list the LCG broker is able to select one of the resources, which is capable to run the legacy code. The user interface of the portal with broker is not different from the user interface without broker.

### 3.4 JDL file generation

The JDL file can be generated by either the Grid portal or GEMLCA. If the portal creates the JDL file, the GEMLCA does not even have to understand the contents of the JDL file. In this case GEMLCA acts as a “primitive” job submitter, e.g. GEMLCA argument integrity check is not used. To avoid this situation, the GEMLCA service generates the JDL file. This can be done in two ways: complete and partial JDL generation.

**Complete JDL generation.** The GEMLCA service has a full control over the contents of the JDL file and it provides all the information for the JDL file. To achieve it the legacy code descriptor has to be extended to support the JDL file generation. At each submission the GEMLCA service has to generate the JDL file for the broker. Therefore, there is no need for a JDL parser on the service side. The portal has a JDL writer engine, which could be used for the JDL generation. The drawback of this solution is the user has to be familiar with some EGEE specific details.

**Partial JDL generation.** GEMLCA creates only those JDL parts, which are different at submissions. This approach is based on a JDL file with a sample submission description. This file can be customised according to the actual state of the legacy code environment (e.g. arguments, inputs). The customization means that the GEMLCA service has to parse the JDL document and write a new one containing the details of the execution. It is quite important that the original JDL might hold some information on resource requirements, and also some job manager and execution specific data (like MPI execution preparation or...
queue setup), which are the same for all resources. If the generated and the sample JDL files are very similar, the job submission based on these files will be very similar. It happens if the GEMLCA service has to update only the resource restrictions but not the others.

The only question is where to get the sample JDL from. The administrator of the legacy code should pass it with the legacy code description. The P-GRADE portal may offer the generated and submitted JDLs for the GEMLCA or as an extra option the administration portlet should upload the JDL file as an attachment to the description.

4. Integration Within the STE Institute

GEMLCA is serving the users of the largest production Grids all around the world. Extending GEMLCA with multiple back-ends supporting different Grid middleware solutions opened the way to install GEMLCA on different Grid infrastructures serving a much larger user community. The achieved results thus represent a significant link between Coregrid and Grid end users representing research and industry. Within Coregrid task 7.4 researchers identified the challenges and solutions to deploy legacy applications in a Grid environment. Given the importance of legacy applications as described in section 1 of this paper, a component based Grid platform have to include solutions to wrap and present these applications on the Grid. GEMLCA is the most widely used solution to fulfil this task and is now capable to support multiple and different Grid platforms and Grid brokers, as described in this paper.
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Abstract

The choice of suitable information model is a key step to the successful deployment and use of the Grid infrastructure. It has to meet strong requirements for scalability, robustness and performance in the heterogeneous and dynamic Grid environment. Choosing relevant information technology and data model for lightweight grid is even more complicated because of the requirements for simplicity, good functionality and efficiency.

In this paper we review hierarchical and relational approaches for Grid Information Services and special features enforced by the lightweight grid principles. We present the main challenges that have to be taken into account: centralized vs. decentralized architecture, platform’s heterogeneity, data distribution and replication, designing functionally complete Grid entity set (e.g. hosts, storage, links, users and services), etc.

1 Introduction

Grid Information Service (GIS) is a complex architecture that maintains structural, uniform and meaningful information about services, resources, participants, etc. in the heterogeneous and dynamic Grid environment, in order to support the discovery, selection and optimization of its components. As the scale and diversity of Grid infrastructure are growing, the information needed for efficient management becomes critical.

GIS is closely connected to the other Grid services. Job execution in grid environment relies on timely access to accurate and up-to-date information for resources and services, spread over wide area. Resource Management Service must be able to locate suitable operational site (OS, CPU, storage capacity, data sources) as well as to examine current and expected system state (CPU utilization, available storage space, etc.) in order to achieve efficient job scheduling. It is important GIS to provide regular information about job progress too. Security service also interacts with GIS in order to authenticate and authorize users. Another use case is a Grid portal, whose functionality is based on the information gathering by GIS.

When an abnormal situation happens, the recent information could be very useful in the subsequent analysis for reconstruction of the events that have led to the failure.

The collected data may be used to optimize the system behaviour according to the conditions on the fabric.

2 Information models in grid

The information model integrates in harmony proper technologies and data structures in order to create a robust GIS. The choice of suitable information model is a key step to the successful deployment and use of a Grid infrastructure.

Below are listed some general questions that elucidate GIS data design features. In the next section we present the GIS technological overview.
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2.1 **Requirements to the data provided by GIS**

A GIS provides information about valuable data objects (in the sense that they bring some benefits for participants). Entities in GIS, whose real-world representation are the objects, enforce clear and standard view on the heterogeneous grid resources. They must meet the following criteria:

- **Usefulness** – the entity includes only the valuable attributes (only meaningful information)
- **Uniqueness** – the entities are distinguishable from each other (the user can choose one particular entity among the others of the same type)
- **Persistence** – the entity is long lasting (transient data, arisen accidentally or extremely rare, are not candidates for entities)
- **Generality** – the entity is valuable to multiple applications or users

Entities have to be capable of joining to other entities or belonging to more than one category as their functionality requires that. Hence the data model must support complex relationships between entities.

2.2 **Kind of data that GIS must support**

GIS must ensure functionally complete Grid entity set. That means to be present the whole variety of entities which comply with the above outlined data model. For instance:

- **Static Host Information** (operating system, version, processors, hostname, etc.)
- **Dynamic Host Information** (load average, CPU usage, running processes, etc.)
- **Network Information** (topology, bandwidth, latency, etc.)
- **Storage System Information** (total disk space, available disk space, etc.)
- **Applications** (software, data, active services, etc.)
- **Users** (users, credentials, roles, etc.)
- **Organizations** (name, security policies, etc.)
- **Instruments** (radars, etc.)

2.3 **Some considerations about data’s dynamics**

Almost all of the data are interesting as dynamic view (which shows how they were changed over time). Such statistics could be used for: billing in economic grid; system crash investigations; host load forecasting and so on. As a result, supporting tracks for data objects’ changes is a good practice. According to the dynamics, there are discrete value’s data (last state, historical records for past period) and continuous data streams (that reflect resource’s dynamics on fly). Despite of the different ways of using data, however, it is desirable to have a uniform representation that includes mandatory timestamp attribute.

3 **Challenges that must be taken into account**

Except for data model, the investigation of underlying characteristics, technologies and approaches is a key step to successful deployment and efficient use of the Grid infrastructure. There are several aspects that have to be examined in order to acquire a clear notion of GIS architecture.

3.1 **Heterogeneity**

A grid environment is a highly heterogeneous. It is very important GIS to be platform independent (built on Java platform for instance) which increases service flexibility and portability and decreases system support efforts.
3.2 Centralized vs. decentralized approaches

A centralized approach (maintaining single data repository) is very easy to manage. Provider-centric GIS ensures that the platform is freed from complex data modelling and binding issues but it introduces a lot of problems, such as:

- Performance: It could be a performance bottleneck if all resources direct their data streams to a centralized information server.
- Scalability: When the number of clients grows, a single information centre may have inadequate capacity to process all the requests.
- Fault tolerance: When the centralized server is not active the whole system would stop. It will be restored only after the information server is on line.

A decentralized approach (distributed repositories), on the other hand, is much more difficult to manage, involves communication and synchronization overheads but ensures more reliable and flexible background for a GIS. The considerations mentioned above are no longer obstacles to good GIS realization. But there are some others:

- Distributed Search: In a decentralized environment meta-data is spread over a large area. In order to obtain relevant information a number of repositories must be accessed. Distributed search means retrieving data from spread information centres and combining results in fast and efficient way. Performance significantly can be improved through indexes which collect and aggregate frequently used data.

Any topologies are possible but a combination of the two strategies sounds more feasible for grid environment. We accept that the greatest part of the activities is in the bounds of administrative domains (logical cluster) and intercommunications are less. So, centralized information schema on local level and distributed peer-to-peer infrastructure that provides global view is the most reliable GIS architecture.

3.3 Replication and caching

In the context of data grid technologies, replication is mostly used to reduce access latency and bandwidth consumption. The other advantages of replication are that it helps in load balancing and that it improves availability by creating multiple copies of the same data. Obtaining precise information on time is vital characteristic of GIS and replication and caching are extremely good strategies for achieving this goal. Frequently needed data can be locally cached and reused. An important question is how stale the information is. A mechanism is necessary to guarantee data freshness. Providing Time To Live (TTL) attribute, indicating how much time data can be used, is a good choice.

However, when a multiple GIS schemas’ copies are available how is data consistency provided? Static meta-data is less sensitive to changes and isolated synchronization delays are not so critical. However, latencies in dynamic data synchronization result in returning outdate information, which in turn could lead to inefficient scheduling decisions.

3.4 Security

In a Grid environment security is a complex problem. In order to address robust authentication and communication protection demands a suitable security infrastructure should be built. Adoption of too severe security policy could become performance problem. In general, GIS schema contains resource characteristics and statuses of current and completed jobs, which are not strictly confidential. So, balance between reliable security level and adequate performance should be found.
3.5 Open standards and open source tools

Applying open standards and protocols and well known tools has as consequence improved scalability and better tools support as well as sharing development experience. The fundamental direction for building a flexible and reliable GIS infrastructure should be: open standards, open source tools and portable implementations (based on Java). Whenever open standard or tools agree with grid project specifications it is better to choose them.

4 GIS in lightweight grid context

There are three main tendencies towards Grid infrastructure’s functional scope and complexity: integrated grid systems, application-driven systems and middleware. The first two categories are dedicated mostly to particular scientific tasks or business solutions. Middleware is a more generic platform. It facilities grid constructing by providing an abstract layer: a set of loosely coupled basic services that in turn can be used to implement higher-level components and applications.

Lightweight grid, which is a middleware subcategory, provides base functionality and ensures integrated, secure, efficient, adaptable and scalable grid environment. Here, challenges arise from the high diversity and extreme dynamics of the lightweight grid environment, with its non-dedicated and uncertain resources. As a result, the data model must propose uniform information view, optimized strategies for data management, great scalability and so on.

Typical features of lightweight grids are simplicity (in sense of developing, deploying and maintaining) and generality (in sense that they should cover the most of user needs). Also they must be self-installable and self-tuneable without (or with minimal) human interference in their processing.

Below are specified some consideration about lightweight GIS.

4.1 Simplicity

One of the main characteristics of lightweight grid is its simplicity. That means clear information model and easy infrastructure support with minimal number of other installation dependencies. However, simplicity does not mean restricted functionality. Just the opposite, lightweight GIS must provide functional completeness (i.e. data schema including all necessary information so that users may run their tasks without any functional restriction).

4.2 Fast development

Using proven technologies and third party software implementations (databases, LDAP servers, etc.) could reduce development time and project cost as well as facilitates product support. The question is, however, how far these decisions satisfy lightweight GIS requirements. Most of the database systems, for example, are not platform independent. Consequently, it is necessary to support a variety of platforms i.e. difficult installation and maintenance. That, however, discredits the fundamental ideas for simplicity and easy support.

4.3 Fault tolerance

Decentralized GIS schema protects the Grid from total crash in case of failure of some its module. However, in order to ensure more reliable and fault tolerant environment, a backup GIS instance must be available. A primary GIS instance store data in memory or on disc and synchronizes data with standby GIS. The metadata and job states are crucial for GIS functioning and they must be secured on reserve site almost immediately. The rest persistent data (mainly historical) could be delivered with some delay. Fallen off GIS in short time must be replaced with relevant up-to-date GIS instance. In lightweight grid this is especially important because the GIS is running on non-dedicated server.
4.4 Dynamic deployment of components
Following the line of simplicity, the dynamic deployment of components is very promising. An implementation in which GIS can deploy itself without any human intervention is the ideal case.

4.5 Reconfiguration and adaptability
The ability of platform to self-organise itself is a vital prerequisite for resilience to failures. The platform should give an opportunity for dynamic addition and removal of GIS instances as an appropriate reaction to environmental conditions. In supporting reconfiguration and adaptability, the platform may utilise rules and knowledge gathered across runs.

4.6 Performance
Considering that GIS will reside on a site which is not dedicated only to that service, it must be lightweight, with minimal impact on the host, efficient and fast.

5 Evaluation of existing information technologies
As already mentioned, the most flexible decision for GIS relies on common infrastructure that merges static information and dynamic monitoring data and provides a uniform schema for both operational and historical information. Grid Monitoring Architecture (GMA), proposed by Global Grid Forum, models grid’s information as a set of producers (that provide information), consumers (that request information) and a single registry (integrated repository that mediates the interaction between producers and consumers). Furthermore, the GMA supports rich set of interfaces for data exchange: publish/subscribe; query/response and event notification.

Currently, there are two main approaches to information representation: hierarchical and relational. The hierarchical model models objects as entries in trees. One of the objects is a root of the tree and the rest are related to it. It supports only one type relationship: parent-to-child (“is-a”). The relational model represents object type as relation; the objects are themselves tuples of the relation. It allows peer-to-peer relationships (“part-of”) between relations.

5.1 LDAP
The Lightweight Directory Access Protocol (LDAP) is an open network protocol for querying and modifying directory services running over TCP/IP. The LDAP namespace is based on entries which are joined in hierarchical Directory Information Tree. LDAP is designed for information retrieval rather than for updating information, and offer a static view of the data. The Globus Toolkit provides application developers with a hierarchical GIS infrastructure called Metadata Directory Service (MDS2) using LDAP. It consists of two components: Grid Resource Information Service (GRIS) and Grid Index Information Service (GIIS). The GRIS supplies information about primary resources, while the GIIS aggregates information from multiple GRIS sources and provides a virtual scope for fast searching.

5.1.1 Advantages of using LDAP:
- It is an open standard (i.e. vendor independent).
- It is a widespread protocol.
- The information model is extensible, although radical changes are not possible.
- Directories can be distributed and replicated to provide scalability and reliability.
• High level of data protection and data access: every LDAP server is managed by a domain administrator who defines its security policies.
• Data access is via standardised Internet protocols.

5.1.2 Disadvantages of using LDAP:
• LDAP has very poor update performance and can not efficiently managed huge amount of data.
• LDAP, as well as other hierarchical structures, is fine if all queries are known in advance. In this case the schema can be built to answer them very quickly. However, if you fail to anticipate the questions, getting an answer could be very expensive.
• The LDAP query language is limited. There is no join operation.

5.2 Relational approach
Relational Grid Monitoring Architecture (R-GMA) presents the information resources as a virtual database containing a set of tables with complex relationships among them. Note that R-GMA is not distributed relational DBMS but rather a way to use relational in distributed environment (consistency requirement is not so emphasized in some cases).
Besides producers and consumers, R-GMA provides two other components: schema and registry. A schema contains the name and structure (column names, types and description) of each virtual table in the system. A registry contains a list, for each table, of producers who insert rows (publish data) for that table i.e. it maps producers to the logical database table they produce information for. On registration the producer uses SQL WHERE predicate to define which partition of table data it will populate. The data itself is inserted into logical table through SQL INSERT statement. There is also an archive component (secondary producer) that combines and filters information streams from multiple producers and archive them in a database.
The consumers run SQL SELECT query on the virtual database in order to fetch necessary records. The query is first checked against the registry to identify which producers, for each virtual table in the query, must be contacted. The query is then passed to each relevant producer, to obtain the answer tuples directly.
There is no central repository holding the contents of the tables; it is in this sense virtual database.

5.2.1 Advantages of using relational approach:
• The main advantage is that the infrastructure relies on relational DBMS, which is a proven and effective technology for both fast reading and writing.
• It uses powerful structural query language (SQL).
• It is extendable model (additional information can be added without any problem).
• There are lots of people familiar with relational DBMS products.

5.2.2 Disadvantages of using relational approach:
• Relational DBMS is based on strict ACID principles. In GIS, however, they are not so essentials whereas the strong conditions could lead to performance problems.
• Some of the systems are too complex and too hard for administration.
• When DBMS saves information from multiple administrative domains, the data partitioning for the implementation of a security policy is a more difficult task.
5.3 **UDDI**

UDDI, the Universal Description Discovery and Integration, is a Web Services registry standard, which provides a data model for describing businesses services. There is also the Universal Business Registry (UBR), which is a global public registry for advertising the available services. In addition UDDI can be set up as a private or community registry. However, it is a technology suitable mostly for static data.

The Globus’ Monitoring and Discovery System (MDS4) is a suite of web services to monitor and discover resources and services on Grids. MDS4 includes two Web Services Resource Framework (WSRF)-based services: an Index Service, that gathers data from various sources and a Trigger Service, which can be configured to take action when pre-defined trouble conditions are met. The Index Service is a registry similar to UDDI, but much more flexible. Clients use standard WSRF resource property query and subscription/notification interfaces to retrieve information from an Index. Indexes can register to each other in a hierarchical fashion in order to aggregate data at several levels. An additional Archive Service will provide access to historical data.

---

5.3.1 Advantages of using UDDI (UDDI-similar):

- It is an open and increasingly supported standard.
- It is flexible and scalable.

5.3.2 Disadvantages of using UDDI (UDDI-similar):

- There are difficulties in handling dynamic information that requires frequent updating.
- There is no explicit data typing for information in the UDDI directory.
- It supports useful but somewhat limited query language.

---

6 **Integration within the STE Institute**

One of the main objectives of the CoreGRID Institute on Grid Systems, Tools, and Environments (STE) – work package 7 (WP7) – is to design a generic, lightweight Grid platform, based on extensible component technology.

Following the STE roadmap we present an overview of technically demand for GIS in lightweight Grid environment and examine how existing platforms could be in order to be built generic, portable, reliable and easy maintaining GIS that resides on non-dedicated servers and uses free software.

---

7 **Conclusions**

The choice of suitable information model is a key step to the successful deployment and use of the Grid infrastructure. The review of the existing information technologies can help in that aim. The hierarchical data model is well suited to the distribution needs of the computational grid because the rooted tree lends itself well to partitioning into subtrees by administrative domains. Partitioning a RDBMS is not as intuitive; it requires partitioning tables by rows.

UDDI has a great potential to become a reliable platform for GIS. There are many considerations that have to be taken into account: data distribution, replication, consistency, etc.

Choosing relevant information technology and data model for lightweight grid is even more complicated because of the requirements for simplicity, good functionality and efficiency.

---
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1. Introduction

End-users typically access grid resources through portals that serve as both application developer and executor environments. As grid technology matures the number of production grids dynamically increases. Unfortunately, today’s grid portals are typically tightly coupled to one specific grid environment and do not provide multi-grid support. Even if a portal is connected to multiple grids, applications that utilize services from these grids simultaneously are not supported. Meanwhile grids can be realized relatively easily by building a uniform middleware layer, such as Globus [1], on top of the hardware and software resources, the programming concept of such distributed systems is not obvious. Complex problems often require the integration of several existing sequential and parallel programs into a single application in which these codes are executed according to a graph, called workflow. The components of the workflows are jobs, which need to be transferred and executed on the Grid. This task requires special skills, such as how to find out the actual state of the grid, how to reach the resources, etc. To free the users from these efforts, various Resource Brokers [2] have been developed. Though most of these brokers can be used as standalone applications, incorporating them into portals would provide an easier and wider utilization of Grid resources.

There are many grid workflow management systems being developed, such as the Condor DAGMan [1], GridFlow [9] and GWES [10], which are used by different grid portals. Pegasus [8] is a Web-based grid portal. Based on a special configuration file, filled up by the portal administrator with Globus GRAM and GridFTP [1] site addresses, Pegasus is able to map abstract workflows onto physical resources. At the same time – because of the centrally managed resource list and the single certificate the manager applies during workflow execution – Pegasus cannot be considered a multi-grid portal. The GridFlow portal [9] applies a more complex agent-based workflow executor subsystem. The workflow manager of GridFlow handles workflows at two levels: it manages workflows at a global grid level and schedules them at the level of different local grids. Though it has the ability to handle brokers of different grids, it is only coupled to the Globus middleware. In the K-Wf Grid Project [10] the GWES is used as a workflow enactor. They use GWorkflowDL, which is an extension of the GJobDL XML-based language that makes use of the formalism of Petri nets in order to describe the dynamic behavior of distributed Grid jobs. With this
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approach they are able to model arbitrary algorithms, including parallel branches or loops. It provides methods to initiate and analyze workflows, and to coordinate and optimize the execution of these workflows. They use an own brokering service (Job Handler), which can be utilized on their underlying Globus middlewares.

2. P-GRADE Portal

The P-GRADE Portal [4] is a workflow-oriented multi-grid portal with the main goal to support all stages of grid workflow development and execution processes. It enables the graphical design of workflows created from various types of executable components (sequential, MPI or PVM jobs), executing these workflows in multiple Globus-, and EGEE-based computational grids relying on user credentials, and finally, analyzing the monitored trace-data by its built-in visualization facilities.

Every workflow-oriented portal consists of a workflow GUI and a workflow manager part. A P-GRADE Portal workflow is a directed acyclic graph that connects sequential and parallel programs into an interoperating set of jobs. The nodes of such a graph are batch jobs, while the arc connections define data relations among these jobs. Arcs define the execution order of the jobs and the input/output dependencies that must be resolved by the workflow manager during execution.

The P-GRADE Portal contains a DAGMan-based [7] workflow manager subsystem which is responsible for the scheduling of workflow components in grids. DAGMan degrades workflows into elementary file transfer and job submission tasks and schedules the execution of these tasks. The semantics of the workflow execution means that a node (job) of the workflow can be executed if, and only if all of its input files are available, i.e., all the jobs that produce input files for this job have successfully terminated, and all the other input files are available on the Portal Server and at the pre-defined storage resources. Therefore, the workflow describes both the control-flow and the data-flow of the application. If all the necessary input files are available for a job, then the workflow manager transfers these files - together with the binary executable - to the computational resource where the job is allocated for execution.

3. Resource Management through Brokers

One very important aspect of utilizing multiple Grids within one complex scientific workflow is to interact with multiple and potentially different grid brokers supported by the different Grids. The P-GRADE Portal is interfacing several grid brokers to reach the resources of different grids in an automated way.

As the workflow managers do the actual job submissions, they should be set to utilize brokers. In P-GRADE Portal DAGMan is responsible for workflow execution. Although it itself cannot invoke grid services, it supports customized grid service invocations by its pre/scheduler/post script concept [7]. One pre and one post script can be attached to every node (job) of a DAGMan workflow. DAGMan guarantees, that it first executes the pre script, then the actual content script and finally the post script when it reaches a workflow node. Consequently, the Portal Server automatically generates appropriate pre, content and post scripts for every workflow node when the workflow is saved on the server. These scripts - started by DAGMan according to the graph structure -, invoke the GridFTP and GRAM clients to access files and start up jobs in the connected grids. DAGMan invokes these scripts in the same way in both single- and multi-grid configuration. In general, when a broker is used for job submission, the pre script prepares the broker utilization, the scheduler script invokes the broker, and the post script waits till the
execution is finished. The broker provides information about the actual job status and the post script notifies the portal about the status changes.

Currently the portal can utilize GTbroker [6] for Globus 2, 3 and LCG-2 grids, the WMS of the LCG-2 and gLite middlewares [3], and the broker of NorduGrid middleware [5]. The jobs of the workflow that require EGEE services can run on an EGEE type of grid; jobs that require only Globus services can be mapped to resources handled by GTbroker, and finally the NorduGrid Broker can be utilized to reach resources of the NorduGrid ARC [5]. Different Resource Brokers usually require different user job descriptions. In the Workflow Editor of the portal the users can choose a broker for each job of the defined workflow. According to this setting the Editor generates an RSL [1], JDL [3] or an xRSL [5] file from the job requirements, depending on the appropriate broker utilization. The scheduler script of DAGMan invokes the brokers with these descriptions. In case of Globus-based grids the file movements are also handled by GTbroker, so the scheduler script only needs to execute the broker. In case of EGEE WMS and NorduGrid broker, there are special commands for tracking job states and retrieving the output and log files, therefore the scheduler script needs to call these services, too. In case of remote files only the EGEE brokers use a so called ‘close to file’ policy: it means they try to place the job to a resource, which is the nearest to the location of the storage element of its remote input files. Since none of these brokers handle remote file transfers, the execution service of the portal uses a trick: DAGMan submits a wrapper script as the executable, carrying all the job files and descriptions. After this script is started on the selected computing resource, it handles the remote input file transfers and – after the real job execution – the remote output file transfers between the storage elements and the actual computing element. With this solution all kinds of file transfers can be carried out during broker utilization.

Figure 1. Multiple Broker utilization

In Figure 1., it can be seen, how multiple broker utilization is carried out in the P-GRADE Portal. This way a workflow can be brokered over several grids based on different underlying technologies but still providing optimal utilization of resources. As the portal is able to adopt other
brokering services in a similar way, P-GRADE portal users can utilize a growing number of Grids for highly computation intensive applications in the future.

4. Integration within the STE Institute

The P-GRADE Portal is serving the users of the largest production Grids all around the world. The multiple broker utilization of the Portal provides a solution that enables easier and more efficient resource usage. The achieved results thus represent a significant link between Coregrid and Grid end users representing research and industry. Condor DAGMan enactment engine is used by the P-GRADE Portal for workflow management purposes. DAGMan has been extended by our group with several middleware specific scripts to make brokering, job submission and file management possible from the Portal into Globus, LCG, gLite and the NorduGrid ARC middleware based Grids. These scripts act as gateways between the users’ applications and standard production level middleware services. Coregrid task 7.3 is working on a high level toolkit, which will establish an abstract layer on top of component based Grid frameworks, primarily on top of the component framework and mediator components under development by Coregrid tasks 7.1 and 7.2. Our current work exactly fits in this process; the P-GRADE Portal as a multi-grid portal uses the underlying brokering services in order to provide an easy-to-use access to the “invisible Grid”. However, this integration is reasonable only if we do not loose any of the existing portal features, thus if the toolkit is able to interoperate not only with Coregrid specific, but also with the widely used production Grid services. In this way the collective result of Coregrid WP7 would represent an important link towards projects and consortia working on component based middleware systems.

5. Conclusions

The P-GRADE Portal gives a Globus-based implementation for workflow management. With exploiting the advanced workflow management features of the P-GRADE portal and the brokering functions of the interconnected Resource Brokers, users can develop and execute multi-grid workflows in a convenient environment. Users have access to more VOs can create such multi-grid workflows that reach resources from even different grids. Furthermore, the execution is carried out in an efficient, brokered way. Since almost every production grid uses Globus and EGEE middlewares today, these grids could all be accessed by the P-GRADE Portal and the workflows created by the portal can produce the expected results.

P-GRADE Portal [18] has been already connected to several European grids (LHC Grid [3], EU GridLab testbed [11], UK OGSA test-bed [12], UK NGS [13], SwissGrid [17]) and serves as a graphical interface for several production grids like SEE-GRID [14], VOCE [15] and HunGrid [16]. As only the P-GRADE portal supports real multi-grid utilization so far, it has been chosen to be the official GIN (Grid Interoperability Now) VO portal for resource testing [19].

6. References