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Abstract

Interactive Problem Solving Environments (PSESs) offeraagrated approach for constructing and running com-
plex systems, such as distributed simulation systems. e efficient execution of High Level Architecture
(HLA)-based distributed interactive simulations on thédGre introduce a PSE called Grid HLA Management
System (G-HLAM) for their management. This is done by intrcidg migration and monitoring mechanisms for
such applications. In this paper we present how G-HLAM camajgied to the applications supporting surgeons
with simulations of vascular reconstruction, using disited federations on the Grid for the communication among
simulation and visualization components.

This research work is carried out under the FP6 Network ofelience CoreGRID funded by the European Commission (Conit&r-2002-
004265).



1 Introduction

Problem Solving Environments (PSESs) are integrated coatioutal systems that allow scientists to define complex
problems, find the required nearest components and resoavedable, and utilize them efficiently. PSEs offer an
integrated approach for constructing and running compjstesns, such as distributed simulation and decision sappor
systems.

In this paper we focus on PSEs for running distributed irttva simulations on the Grid. This effort gives a
potential opportunity for better and more convenient us#ghstributed resources that are needed by such simulgtion
but were previously inaccessible and are now availablagdsrid.

There are solutions that may be used as underlying frameaaforksuch PSEs. One of them is the High Level
Architecture (HLA) [11] which offers many features for déopers of interactive and distributed applications. HLA
enables merging geographically distributed parts (cdbel@rate¥of simulations (calledederationyinto a coherent
entity. It is explicitly designed as support for interaetidistributed simulations, it provides various servicapiieed
for that specific purpose, such as time management, useftiife-driven or event-driven interactive simulations. It
also provides data distribution management and enablapglication components to access the entire applicatitan da
space in an efficient way. On the other hand, the HLA standaed dot provide automatic setup of HLA distributed
applications and there is no mechanism for migrating fe@sraccording to the dynamic changes of host loads or
failures, which is essential for Grid applications. Theref there is a need for a PSE that would manage HLA-based
collaborative environments on the Grid.

The Grid Services concept provides a good starting poinbisiding the Grid HLA Management System (G-
HLAM) for that purpose, as described in [23]. The concept eflGAM can be also ported to component platforms
like CCA [4], H20 [14], ProActive [20] or Grid Component Modé.0].

The paper is organized as follows: in Section 2 we presentvarvigw of most important PSEs for distributed
interactive simulations. For each of these environmenésanalyse the advantages and disadvantages for adapting
Grid solutions. In Section 3 we describe benefits of using HobAour purposes and present G-HLAM system. In
Section 4 experimental results are presented and we caniiuskection 5.

2 PSEsfor distributed interactive applications

This Section presents the overview of Problem Solving Emuinents which may be applied for interactive distributed
applications.

2.1 Computational Steering Environment

The aim of the Computational Steering Environment (CSE)46d provide scientific end users with an environment
in which they can easily define interactive interfaces toaing simulations. The CSE architecture is implemented as
a set of processes - called satellites - which implementistahvisualization operations. The simulation is also seen
by the system as a satellite. Satellites cooperate by sgiadid receiving data from a central data manager which, in
turn, notifies all interested satellites about data mutatiorhe most predominant satellite is the interactive giaph
editing tool called Parametrized Graphics Object (PGOfjoedivhich allows the end user to sketch out visualizations.
A two-way binding between visualization and data is achidwe binding the sketch to data within the data manager.
CSE uses the TCP/IP protocol as a communication layer betgegellites. The main disadvantage of the CSE is its
centralization, which hampers its scalability in Grid eoviments. However, the idea of a data manager and satellites
can be somehow extended (e.g. by building hierarchicalsiriduted data sets).

22 CUMULVS

Collaborative User Migration, User Library for Visualizam and Steering

(CUMULVS) [13] allows the programmer to add interactiveesiag and visualization to an existing parallel or serial
program (task). With CUMULVS, each of the collaborators ctart up an independent view program that will
connect to the running simulation program. Viewers allovestists to browse through the various data fields being
computed and observe the ongoing convergence toward acsol@UMULVS also allows an application program to
perform user-directed checkpointing and automated rsstdiparallel programs using checkpointing, even across a
heterogeneous cluster of machines. A single user librdgrfece routine passes control to CUMULVS periodically,
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to transparently handle the viewer attachment / detachprenidcols, the selection and extraction of data, and the
updating of steering parameters. CUMULVS allows each fiemd viewer to interactively select the granularity and
extent of data that it desires to view. Currently, CUMULVS&8$VM [21] as its message passing substrate; it allows
for pairs of anonymous tasks to communicate with each otlithiowt both tasks being started at the same time. MPI
does not allow these dynamics, so porting CUMULVS ideas té Wisuld not be easy.

2.3 Cactus Problem Solving Environment

Cactus [1] is an open-source problem solving environmesigied for scientists and engineers. The name Cactus
comes from the design of a central core, which connects tticapipon modules - or thorns - through an extensible
interface. Thorns can implement custom-developed sientiengineering applications, such as the Einstein ssjver
or other applications such as computational fluid dynami€actus is an environment for a wide range of issues,
here we concentrate on its support for parallel or distedugimulations and their visualisation. In Cactus, différe
thorns can be used to implement different parallel paradigguch as PVM, Pthreads [17], OpenMP [19], CORBA
[5], MPICH-G etc. Cactus can be compiled with as many dritherns as required (subject to availability), with the
one actually used chosen by the user at runtime through angteafile. Cactus provides the ability to stream online
data from a running simulation via TCP/IP socket commuidcat Multiple visualization clients can connect to a
running Cactus executable via a socket from any remote maatn the Grid, then request arbitrary data from the
running simulation and display simulation results in réalet. This can be done in two ways: by an HTTP control
interface or through socket connections. Cactus alreadyiges support for Grid—enabled MPI — MPICH-G. Its
main disadvantage is that the parallelization is limitediéonain decomposition. However, because of the modular
architecture of Cactus, it appears that adding extendedtifumality would be quite easy for application developers.

2.4 Discover

Discover [15] is a interactive and collaborative systent grables geographically distributed scientists and eragm

to collaboratively monitor, and control high performanaeadlel/distributed applications using web-based pertal
Discover provides a three-tier architecture composed te#akeble thin clients at the front-end, a peer-to-peer ogw

of servers in the middle, and the Distributed InteractivggobSubstrate (DIOS++) at the back-end. An important part
of Discover is a rule-based visualization system. Ruleslamupled from the system and can be externally injected
to manage such visualization behavior at runtime, as amaly selecting the appropriate visualization routines
and methods and adjusting the extraction threshold. Tevallle—based management, DIOS++ provides autonomic
objects that extend application computational objecth sénsors to monitor the state of the objects. It also costain
actuators to modify the state of the objects, access pslioieontrol accesses to sensors and actuators and rulesagent
to enable rule-based autonomic self-management. Disesesx HTTP for connection with visualisation thin clients
and CORBA for communication with application engines. Diser already possesses a distributed and scalable peer-
to-peer type of architecture. However, it can still be egtehto take advantage from Grid technology, which would
enable it to be automatically set up and effectively run ima-gentrally controlled environment consisting of difat
administrative domains.

25 TENT

TENT [24] is a software integration and workflow managemestam that helps improve the building and manage-
ment of process chains for complex simulations in distedugénvironments. TENT allows for online steering, and
visualization of simulations. Wrappers are used to intefapplication modules (e.g. Computation Fluid Dynamics
(CFD), Computation Structural Mechanics (CSM), visudi@aor filters) with the system. The system consists of
base components which include: modules for controllingkftows; factories for starting system and applications in
the distributed environment; the name server as the canfamation service. There are also support components —
additional services for special application scenariosaoeered by the basic functionality. Examples include: adat
server for storing data files, a monitoring and reporting poment, and several special control components (e.g., for
coupled simulations like the ones parallelized with MPIheTsystem is controlled by a user through a GUI. TENT
uses CORBA for communication between parts of the systerNTTiE already Grid—enabled: it supports MPICH-G2
simulations. The Globus Toolkit version 2 is used for reselgelection, for starting applications, and for data ti@ns
and security.
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2.6 Interactive Simulation Systems Conductor

Interactive Simulation Systems Conductor (ISSCondud®) is an agent oriented component framework for Inter-
active Simulation Systems. The system introduces two kirfidgents: Module Agents that are specific for different
modules of interactive application like simulation, viimation and interaction and Communication Agents that are
used for communication between Module Agents and actualuleed Module Agent uses an extended finite state
machine to model the run-time behavior of a component, angtadirst order logic to represent the interaction con-
straints between components and to implement them in thelkxdge bases of agents. 1SS-Conductor separates the
basic computational functions of a component from its riametbehavior controls, and provides a high level interface
for users to design interaction scenarios. The framewovery general and can be used for various interactive ap-
plications. 1SS-Conductor is built on top of HLA describedthe previous Section. Currently, ISS-Conductor is not
Grid-enabled, however it can easily take advantage of thiesypresented in this paper, since it is built over the HLA
standard.

2.7 Comparision of existing PSE’s

System Type of simulation | Protocol | Portingtothe Grid issue
and itsdistribution
CSE runtime steering| TCP/IP scalability issue

— multiple visu-
alizations for one
simulation
CUMULVS runtime steering off PVM porting to MPI issue
parallel simulations
(PVM)
CACTUS runtime steering off two pos- | support for MPICH-G
parallel or distributed| sibilities:
simulations  PVM,| 1) HTTP
Pthreads, OpenMR, 2) HDF5
CORBA, MPICH-G | format

over
TCP/IP
Discover parallel and dis{ HTTP, scalable architecture that
tributed applicationg CORBA | could be extended to
in general allow automatic setuq
and effective run in non
centrally controlled Grid
environment
TENT parallel and dis-{ CORBA | TENT is already Grid en-
tributed simulations abled by using GTv2 and
MPICH-G2 features [24]
ISS-Conducton distributed simula-| HLA no adaptation to changing
tions environment, no automatic
setup, no dynamic discov-
ery

Table 1: Main features of the interactive simulation andigliation environments

In this Section we have presented environments that supperactive steering of simulations. For each of
presented systems we described the architecture and pletaged to connect simulations with visualizations. For
each of the systems we also analyzed the possibilities pfiggt to the Grid environment. A summary of the features
of the presented systems is show in Tab. 1. CSE, CUMULVS,Ba®iscover and TENT focus more on support
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for steering simulations without much concern for advansidulation composition from distributed components
which often use different time management. ISS-Condu&a high—level system built over HLA - a standard
allowing for interoperability between different types @fsilations. Basing on this analysis, we have chosen HLA as
a base for distributed interactive simulations runninglos Grid. It is a well recognized standard and offers all the
necessary functionality for simulation developers. Itpartant feature is that the local time management mechanism
of one simulation component (federate) is not visible teeofiederates. Hence, all forms of time management (time—
driven, event—driven, parallel discrete event, real—tidreven) may be linked together. HLA also allows to build
scalable simulation systems. It separates the commuaiiciatirastructure from the actual simulation. Additioryalt
introduces a uniform way of describing events and objecitisgoexchanged between federates. All of these features
allow interoperability between various simulations. Altlgh HLA originates from the defense technology, there
is a growing interest from non-military areas like manuaitg, transportation and gaming industries. Therefore
companies are currently working on more scalable and effiégireplementations of the standard [22]. Recently, open
source implementation was also released [18].

3 PSE for HLA-based simulations
3.1 Need for a Grid for HLA-based applications

Usually, parts of distributed simulations require diffier@éesources: quick access to database, computationak powe
or specific VR hardware. It is quite unlikely to find those nesees at one geographical site. Additionally, if more
simulations need to be run concurrently, one site with caiatjmnal power may not be sufficient. A similar problem
arises when many visualisations (users) located in diftgslaces want to observe the same simulation. Therefage, th
application modules usually have to be located in geogcatlidifferent places and the Grid concept that facilisate
access to computing resources may be a very promising agipheae.

As stated above, HLA has advanced mechanisms supportitnidpdied simulations, so execution of HLA-based
applications on the Grid should be natural extension ofdtgye. However, the HLA standard was developed assuming
a certain quality of service in the underlying environmenherefore, there is a need for adaptation of HLA-based
applications to the dynamically changing Grid as well asdietomatic setup, dynamic discovery and fault-tolerance
mechanisms.

The Grid [7] is designed to coordinate resources that areindér central control. Additionally, the Web services
[25] concept of abstract interfaces allows for modular gegiOGSA, WSRF) [8]. However, the Grid environment
is shared between many users and its conditions can charageunpredictable way. Therefore, there is a need for
a system that adapts HLA-based applications to a dynamiadibnging environment and requires fault tolerance
mechanisms such as migration of its distributed federatéseir monitoring.

In addition, the Grid idea is to facilitate access to compyitiesources and make it more transparent to the user.
Currently, setting up distributed applications based om\Hé&quires tedious setup and configuration. The HLA stan-
dard does not cover aspects of dynamic discovery of HLA fatitems. Therefore, there is a need for a mechanism that
sets up an HLA-based application on geographically digteith system (i.e. the Grid) in a more convenient way. Sub-
sequently, HLA federates should be able to find one anotheamiycally and transparently to the user. Additionally,
HLA does not provide security mechanisms similar to the aeided by the Grid Security Infrastructure (GSI) [9],

3.2 Grid HLA Management System

The Grid HLA Management System (G-HLAM) supports efficiexeeution of HLA-based simulations on the Grid.
The system is built on top of the Open Grid Services Infradtie as presented in [26, 23, 12]. In the future we would
like to use also lightweight Grid Component platform [2] tbat purpose.

The architecture of G-HLAM system is shown in the Fig. 1. Theup of main G-HLAM services consists of: a
Broker Servicavhich coordinates management of the simulatidPedormance Decision Servigghich decides when
the performance of any of the federates is not satisfactodyterefore migration is required, andr@gistry Service
which stores information about the location of local seegic On each Grid site, supporting HLA, there are local
services for performing migration commands on behalf ofBheker Serviceas well as for monitoring federates and
benchmarkingApplication Monitoring Serviceare based on the OCM-G monitoring system [3]. FieA—Speaking
Serviceis one of the local services interfacing federates with thEIIGAM system, using GRAM for submission of
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Figure 1: Grid HLA Management System Architecture (G-HLABhsists of services which control the whole HLA
application and the services that should be installed oh Blh&-enabled Grid site.

federates. A more detailed description of tHeA-Speaking Servicgogether with the GridHLAController library,
which actually interfaces the application code with thetesys can be found in [12].

4 Application of G-HLAM to vascular reconctruction

In this section we present results of the experiment in wideRILAM was applied as the prototype collaborative
environment for vascular reconstruction. The prototypesists of two types of modules communicating with HLA:
simulation moduléMPI parallel simulation) andisualization-receiver modulgsesponsible for receiving data from
the simulation). At each time step, the simulation cal@datelocity vectors of simulated blood flow in 3D space and
sends them to visualisations modules. In our experimentiave measured the duration time of first 8 steps of the
simulation that included actual calculations and sendimg t

We show how migration improves performance from the pointiedv of the user - i.e. how sending output data
from the simulation changes after migration if the partialdation results are actually observed by someone. The
experiment was performed on the DutchGrid DAS?2 testbed@tfucture and at CYFRONET, Krakow, as shown in
Tab. 2. We used GT v3.2 and HLA RTI 1.3v5. In the presentedrxgat one simulation was migrated. The number
of visualization-receivers was fixed and equal to 25. In éxigeriment we show how migration can improve the effi-
ciency of simulation execution when its results are senhertb many users. The bandwidth available for testing was
broad (10Gbps), so communication did not play an impor@letaind calculations were the most time—consuming part
of the execution. In order to create conditions in which ratgm would be useful, we increased the load of the Grid
site where the simulation was executed (cluster in Amsta)dsy submitting non—related, computationally—intensive
jobs. Next, we imitated &esource Brokeand migrated the simulation to another site which was notloaded
(cluster in Leiden). The actual migration was conductedvhigration Serviceusing HLA-Speaking ServiceThe
experiments were performed at night in order to avoid iemfice from other users. Tab. 3 shows duration times of
interactive steps with a human in the loop (for the first 8 sjept each step, the simulation calculates data and sends
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Operating System | Red Hat Enterprise Linux Advanced Server, version 3

Networ k 10 Gbps (DAS2) + 155 Mbps (DAS2-Cyfronet)
Role Name CPU RAM
Migration source | DAS2 Nikhef | Pentium Il 1 GHz 1GB
Migration destination| DAS2 Leiden | Pentium Il 1 GHz 2GB
visualizations DAS2 Delft | Pentium lll 2GHz 2GB
DAS2 Utrecht| Pentium Il 1 GHz 1GB
DAS2 Vrije | Pentium Il 1 GHz 2GB
RTlexec Cyf Krakow Xeon 2.4 GHz 1GB

Table 2: Grid testbed infrastructure

Number of Calculations plus sending Note
simulation’s step from sim. tovis. time

1 112 before migration
2 109 before migration
3 100 before migration
4 177 including migration
5 30 after migration

6 45 after migration

7 46 after migration

8 39 after migration

Table 3: Impact of migration on simulation performance witthe collaborative environment

it to the 25 visualization-receivers modules using HLA. Tabhows that before migration the average time in a single
step was around 107 sec and after migration around 40 secl{whR.6 times shorter). The time of the step when
migration was performed was 1.6 longer then the averageliefiere migration. The results show that it is better to
spend some time on migration to another site, from wheredbganse time is shorter. In our experiment, in each step,
the simulation produces 52000 velocity vectors of simuldtiood flow in 3D space.

5 Summary, Conclusions and Future Work

In this paper we have presented the brief analysis of PSHzostipg the development, execution and/or steering of
simulations. For each of these environments, we have atlye advantages and disadvantages for adaptation of
Grid solutions. According to our analysis, there was notsofuthat allowed to run HLA simulations, including legacy
codes, on the Grid in efficient way as it can be achieved byykeem we have developed — G-HLAM. In particular,
we have shown that migration of badly performing parts ofugations to a better location reduces computation and
communication time and effectively improves the overalfpenance.

The future work will concentrate mainly on using componeach@ectures (like CCA [4], H20 [14], ProActive
[20], GCM [10]), as they are a very promising approach duaitthdeatures as lightweight environments [2], dynamic
behavior, scalability to suit various environmental regoients etc. Applying the advantages of these technoltgies
distributed interactive simulations will allow not onlyrftechnological migration of existing G-HLAM functionalit
but also for it's extension to achieve reusability and ioparability of simulation models.
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