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Abstract: Family intervention is a long-established mechanism of state control, but 
recent technological developments are facilitating new regulatory capacities and 
objectives. This paper will explore how contemporary welfare policy interventions 
in the UK are converging around a technological solutionist ideology that centres 
family relationships as core instruments of social management. The last decade 
has seen a marked techno-administrative turn, with family/state relationships 
increasingly mediated through online portals and dashboards. Over the last few 
years this data-centric model has accelerated towards an algorithmic approach to 
governance through the incorporation of big data surveillance, predictive analytics 
and behavioural interventions to monitor and socially engineer populations. In this 
paper we draw on policy analysis and freedom of information requests to trace 
the embedding of data collection frameworks into apparently conventional family 
intervention programmes in the UK, and show how this “datification” was made 
into a core delivery tool. We also highlight how secrecy, or at the very least strategic 
silence, has restricted public knowledge of how and why data is being collected and 
used in the UK. We show how parents and children are being quantified and trans-
lated into datapoints to support new logics of choice manipulation, ceding unprece-
dented power to financiers, data analytic and social marketing companies, platform 
developers and big tech industries. The resulting financialization of family welfare 
services tracks the contours of longstanding social divisions, reconfiguring and in 
many cases compounding the injustices of race, class and gender. This algorithmic 
calibration of children and parents is extending the regulatory powers of the state 
far beyond previous efforts to govern and control poor families, with under-ex-
plored consequences for the principles of democracy and justice.
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Zusammenfassung: Familienintervention ist ein seit langem etabliertes Instrument 
wohlfahrtsstaatlicher Einflussnahme. Die aktuellen technologischen Entwicklungen 
ermöglichen hier jedoch neue Regulierungsmöglichkeiten und -ziele. Der Beitrag 
untersucht mit Blick auf die Entwicklungen in Großbritannien, wie bei gegenwärti-
gen wohlfahrtspolitischen Interventionen eine solutionistische Ideologie an Einfluss 
gewinnt, die Familienbeziehungen in den Mittelpunkt des Managements des Sozialen 
stellt. Die letzten zehn Jahre waren geprägt von einer massiven technisch-adminis-
trativen Wende, in deren Zuge die Beziehungen zwischen Familien und Staat zune-
hmend über Online-Portale und Dashboards vermittelt werden. Dieses datenzentri-
erte Modell hat sich zu einem algorithmischen Governance-Ansatz entwickelt, mit 
dem durch die Einbeziehung von Big Data-Überwachung, prädiktiver Analytik und 
Verhaltensinterventionen Bevölkerungsgruppen überwacht und sozial gesteuert 
werden. Im Beitrag stützen wir uns auf Politikfeldanalysen und auf mittels FOIA-An-
fragen gewonnene Auskünfte, um die Einbettung von Datenerfassungsstandards in 
scheinbar konventionelle Familieninterventionsprogramme im Vereinigten Königre-
ich nachzuvollziehen und zu zeigen, wie diese „Datifizierung“ zu einem zentralen 
Hilfsmittel staatlicher Steuerung wurde. Wir zeigen auch, wie Geheimhaltung oder 
zumindest strategisches Schweigen das öffentliche Wissen darüber beschränkt, wie 
und warum Daten gesammelt und verwendet werden. Wir zeigen, wie Eltern und 
Kinder quantifiziert und in Datenpunkte umgewandelt werden, um neue Logiken 
der Manipulaton von Verhalten und von Entscheidungen zu unterstützen, was wied-
erum Leistungsträgern, Datenanalyse- und Sozialmarketing-Unternehmen, Plattfor-
mentwicklern und der Big-Tech-Industrie eine nie dagewesene Macht verleiht. Die 
sich daraus ergebende Finanzialisierung von familienbezogenen Wohlfahrtsleistun-
gen folgt dabei den Konturen anhaltender sozialer Spaltungen, indem sie ethnische, 
klassistische und Geschlechterungerechtigkeiten neu konfiguriert und in vielen 
Fällen noch verstärkt. Diese algorithmische Kalibrierung von Kindern und Eltern 
erweitert die Regulierungsmacht des Staates weit über frühere Möglichkeiten hinaus, 
arme Familien zu regieren und zu kontrollieren. Die Folgen für die Grundsätze von 
Demokratie und Gerechtigkeit sind hingegen noch weitgehend unerforscht.

Schlüsselwörter: Big Data, algorithmische Sozialsteuerung, Familie, Wohlfahrtssys-
tem, Behaviorismus

1  Introduction
Frameworks of legal and social powers surround the practice of childrearing, 
reflecting the significance placed upon the physical and moral development of the 
child as a self-determining, rational liberal subject. More recently though, govern-
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ance techniques in the UK have accelerated into unchartered territory. Policy devel-
opments are increasingly characterized by advances in computer science and more 
particularly the amalgamation of big data with behavioural economics to produce 
a new paradigm of digital governance. Families in the UK are increasingly liable to 
“datafication”, meaning that their everyday lives and practices are translated into 
digital datapoints in order to analyse, monitor and make predictions (Mayer-Schon-
berger/Cukier 2013). Real-time surveillance is sought through the capture and 
merging of statutory and administrative records with other digital traces to profile, 
categorize and score parents and children. This emerging data regime marks a sub-
stantial change from previous efforts to safeguard the “normal” development of 
children and works instead to identify and manage expansive, geolocational indi-
cators of risk. Family relationships remain a key site for state intervention, but the 
aim and focus has shifted away from engagement with individual subjects, towards 
attenuation and control at the level of broad, stratified populations.

Central to this new mode of governance is an instrumental public policy focus 
on behavioural science, which melds psychological and economic insights to steer 
individuals towards actions interpreted by the state to be in their own interests. 
Based on Thaler and Sunstein’s (2003) articulation of “libertarian paternalism”, 
widely known as the “nudge agenda”, behavioural interventions are designed to 
optimize the thoughts and actions of the public by shaping their “choice architec-
ture”. In other words, they involve the deployment of subtle psychological tech-
niques to identify and engineer the social conditions informing the choices of 
citizens. As we will outline, English households in particular, have been subject 
to increasing monitoring and manipulation via big data surveillance, automatic 
scoring and behavioural interventions.

The implications of this shift are profound, particularly for tracked and tar-
geted populations. Yet public awareness and understanding of these new tech-
nologies is low, in large part because governance through datafication in the UK 
has been pursed quietly and surreptitiously. It is extremely difficult to get a clear 
picture of what personal data are captured, by which governing region, and for 
what purposes. There are no central registers of public data practices, consent is not 
routinely sought from data subjects and freedom of information requests are often 
obstructed (Gillies et al 2022). Even where information is forthcoming, it is com-
monly released in a format that is difficult to decipher. As Redden et al. (2020) note, 
big data processes can be highly complex and require specialist knowledge and 
skills to interpret and assess. As a result, public scrutiny of data analytic systems is 
extremely limited and confined to those with sufficient time, resources, determina-
tion and technological ability. Oversight has been further constrained by the speed 
at which data-led regimes have expanded in the UK and the extent to which this has 
occurred in partnership with private companies. The datafication of families has 
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been pursued quickly and quietly, with a largely privatized digital infrastructure 
becoming embedded within local governance frameworks before any sustained 
objections could be mounted.

In this paper, we explore how this silent transformation of state/family relation-
ships has been enacted. We draw on the results of Freedom of Information requests 
sent to over 400 UK local authorities as well as detailed case studies of the regions 
that were the most open about their use of algorithms, data analytics and automa-
tion (Gillies et al 2022). Following Redden et al. (2020) we identify a “payment by 
results” family intervention project introduced a decade ago in England as a cata-
lyst for the widespread datafication of families. We show how the funding structure 
underpinning this initiative forced English local authorities through a digitization 
gateway, financializing families’ data and reducing intervention to solution-based 
products to support private sector investment. More specifically, we highlight the 
extent to which this datafication project is grounded in a Skinnerian style behav-
iourist doctrine, with interventions surreptitiously manipulating and engineering 
social actions while riding roughshod over established principles of privacy, auton-
omy and democracy. The welfare system in the UK may differ from its European 
neighbours in many respects, but it is far from an outlier in pursuing algorithmic 
solutions to social problems (see Geiger 2023). As such it provides an illuminating 
example of a potential direction of travel for digitized welfare states.

2  Children, risk and the turn to data
The roots of the digital transformation of family governance in the UK date back at 
least to the early 21st century, when the New Labour Government initiated a turn to 
electronic methods as part of a broader reform of children’s services (Garret 2009). 
A variety of digital technologies were introduced to collect and store information 
about families, culminating in ContactPoint, an ambitious project to create a data-
base containing the personal information of all children under 18 living in England. 
The plan was introduced in 2000 in the wake of a disturbing and high profile child 
abuse case (the murder of Victoria Climbié) and was ostensibly intended to improve 
information sharing across agencies to help prevent similar tragedies (Carvel/
Batty 2003). The design of a mass family surveillance programme dovetailed with 
a broader pledge to reduce crime and antisocial behaviour, pursued as part of a 
marked trend toward the criminalization of social policy (Rodger 2008). As Contact-
Point moved through its implementation stages, the then Prime Minister, Tony Blair, 
emphasized the importance of identifying criminogenic risk factors early. Accu-
rate prediction of those likely to become a “menace to society” could be made in 
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childhood he claimed, so preventative work with families should be delivered early, 
preferably pre-birth (Blair 2006 Interview with the BBC). This marked the beginning 
of what Van Brakel (2016) described as a new logic of “pre-emptive surveillance”, 
pursued through methodical accumulation and processing of data to predict and 
prevent negative outcomes before they emerge. From Blair onwards, British politi-
cians become increasingly convinced that data collection on families held the key 
to managing risk and securing the future.

From its inception though ContactPoint was deeply controversial, with many 
commentators fearing it signalled a drift towards a surveillance state. The adminis-
tration of the database itself also proved difficult to manage within the existing legal 
frameworks, and the Government struggled to develop functional guidelines for 
information sharing and data security (Bellamy 2011). Objections multiplied when 
it was revealed that the information collected and shared would include family rou-
tines, evidence of a “disorganized/chaotic lifestyle” and parental conflict (Hughes 
2008). The project quickly became a flashpoint for campaigners concerned about 
privacy and civil liberties. By 2010, before ContactPoint was even fully functional, 
both opposition parties were promising to scrap the database in their election man-
ifestos, and pledging to restore Britan’s civil liberties. When a new Conservative-led 
coalition Government took power, the project was duly disbanded with a vow to 
“stop treating law abiding people as if they have something to hide” (DPMO 2011).

The regulatory powers of the state were indeed radically reordered under this 
new administration as a programme of sustained austerity economics was applied. 
Drastic public spending reductions saw funds shifted away from welfare, crimi-
nal justice services and other established tools of state control under the pretext 
of balancing a budget deficit caused by the previous New Labour Government’s 
overspending. However, it was amidst this frenzy of budget cuts that a new and 
considerably more powerful data governance regime was to emerge. As Edward 
Snowden, the whistleblowing US intelligence officer, later revealed, the UK Coalition 
Government apparently had no compunction about the unlawful mass intercep-
tion and analysis of citizens’ online communications. The foundations for this new 
data regime and the behaviourist principles it supports were laid early on in 2010. 
Just months after taking office, the then Prime Minister, David Cameron, set up a 
Behavioural Insight Team (BIT) within his Central Office, aided by the Nudge Guru, 
Richard Thaler. The aim of the BIT was to inform and improve Government policy 
through more systematic engagement with psychological techniques (Leggit 2014).

The scope of the BIT interventions were relatively modest at first, subtly altering 
the medium and framing of public communications in an effort to secure particular 
outcomes (e.  g. prompt payment of tax or saving for a pension), but crucially each 
change was assessed using “raw” data captured from government administrative 
sources. This allowed multiple “nudges” to be applied and assessed simultaneously to 
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identify the most effective mechanism to influence behaviour (Halpern/Sanders 2016). 
Rouvroy (2013) has described this approach as “data behaviourism”, characterized by 
an algorithmic logic that circumvents the thoughts and perspectives of individual sub-
jects to centre instead on patterns in data. The labour of researching and interpret-
ing cause or effect is replaced with a rapid real-time statistical insight, with big data 
viewed as eliminating any need to classify or understand (Davies 2020). Significantly, 
this experimental data trawling also furnished the BIT with evidence to support the 
efficacy of their small scale, targeted interventions (Haynes et al. 2012). Hailing their 
successes, the Government expanded the influence of the BIT across national and 
local policy realms, privatizing the civil service team into a limited company. The aim 
was for the BIT to mainstream psychological techniques and rationales of governance 
around the globe. Having bought wholesale into the need to surreptitiously steer indi-
viduals toward more judicious choices, the British Government was keen to apply 
the same techniques to a range of enduring “wicked” social issues that have plagued 
liberal states for centuries (crime, poverty, debt, homelessness etc.).

Governance has long depended on the inscription, calculation and catego-
rization of families, rendering populations knowable and regulatable through 
measurement of their proximity to statistical norms (Rose 1989). Data behaviour-
ism, however, relies instead on complex correlations, generating what Couldry 
and Mejias (2019) have identified as a new social epistemology in which statistical 
variables act as proxies for social problems. The focus is shifted from actualities 
to potentialities through an anticipatory foregrounding of risk and probability 
(Rouvroy 2013). Rather than attempting to understand and reform the drivers of 
negative outcomes, efforts are directed towards identifying datapoints as predis-
positions and targeting behaviours accordingly. Far from being abandoned, the 
Blair administration’s attempts to instrumentalize pre-emptive surveillance were 
merely superseded by what was assumed to be a more efficient anticipatory system. 
Data behaviourism dispensed with the need for any controversial new databases 
by tapping already existing administrative data wells, while promising substantial 
savings in time and money.

The Conservative-led Coalition Government initially tied the introduction of this 
new digital era of governance to their rationale of austerity. While funding streams 
for public services were slashed, essential provision was streamlined, with the public 
facing interactions driven online as part of a “digital by default” strategy (Margetts/
Dunleavy 2013). However, this efficiency rationale was overtaken by the mounting 
costs of relying on private sector provided IT infrastructure (Dunleavy et al. 2018). As 
welfare budgets shrank and poverty grew, UK government spending on digital ser-
vices soared, with contract budgets alone exceeding £3.2 billion by 2017 (https://www.
gov.uk/government/news/government-spend-on-digital-services-passes-3bn-mark). 
Moreover, this digital by default strategy rendered state support systems significantly 

https://www.gov.uk/government/news/government-spend-on-digital-services-passes-3bn-mark
https://www.gov.uk/government/news/government-spend-on-digital-services-passes-3bn-mark
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more bureaucratic and conditional. Access to benefits became effectively contingent 
on a claimant’s ability to navigate complex automated online systems, further mar-
ginalizing the most disadvantaged members of society (Alston 2018). Concerns over 
the cost and impact of these digital reforms were overridden by a growing faith in the 
potential of big data to transform modes of governance. The digitization of welfare 
infrastructure and the introduction of automated portals propelled the Government 
further towards a technocratic promise of pre-emptive control via mass harvesting, 
processing and scoring of citizens data (Gillies and Edwards 2024).

Streamlined efficiency was the goal, but the practical implementation of this 
new data-led regime was a complicated and protracted process. Administrative data 
caches were held within hundreds of separate and/or incompatible local government 
and service databases across the country, with enforced storage protocols to ensure 
compliance with the General Data Protection Regulations (GDPR). The merging, 
processing and use of these data for purposes other than those it was collected for 
was broadly accepted as an actionable breach of law. But in their turn towards data 
behaviourism, the UK Government began to recast pre-existing legal restrictions as 
semi-porous boundaries to be routed or reconstituted for the public good. McQuillan 
(2015) draws on Agamben’s “state of exception” thesis to explain this superseding of 
established principles of privacy and their supporting legal frameworks. A state of 
exception in this context describes how nations, in periods of crisis, extend executive 
powers above and beyond the existing legal and constitutional apparatus. Accord-
ing to Agamben (2005) this is enacted so frequently in late capitalism that it erodes 
the boundaries between executive, legislature and judiciary, generating a permanent 
state of exception as a normalized paradigm of politics. McQuillan focuses on the 
potential for algorithmic governance to administer partial and continuous states of 
exception by operating with the force of the law but at a distance from its formal 
structures. Data behaviourism as a policy technique deepens this executive power, 
prioritizing real-time surveillance and manipulation of populations over founda-
tional commitments to due process, while also shifting the locus of control from dem-
ocratically elected governments to what Couldry and Mejias (2019: 14) have called the 
“social quantification sector”; “the industry sector devoted to the development of the 
infrastructure required for extraction of profit from human life.”

3  “Troubled Families” and the monetization of data
After cancelling ContactPoint in 2010 and declaring it an outrage to civil liberties, 
the Conservative-led Coalition Government began engineering more subtle strate-
gies for capturing and making commensurate administrative data on families. By 
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late 2011 a major new family intervention project was announced. The Troubled 
Families Programme (TFP), like the “digital by default” agenda, stood out as a source 
of substantial public investment in the broader context of ruthless fiscal tightening. 
Launched in England as a response to a period of rioting and disorder that broke 
out just months after the Coalition Government took office, the TFP was officially 
tasked with “mending our broken society” (Cameron 2011). It was subject to con-
siderable publicity and media attention, but as an intervention it was remarkably 
bereft of any novel thinking, relying instead on recycled tropes of the underclass 
and “problem families” (Crossley 2018; Lambert 2018; Welshman 2011).

The ostensive purpose of the TFP was to identify and “turn around” families 
with a propensity toward poverty, criminogenic and antisocial behaviour. Provoca-
tively, the government estimated the extent and spread of this troublesome popula-
tion through reference to an already existing index of multiple deprivation, thereby 
equating poverty with criminality and pathologizing desperately poor and strug-
gling families. This misuse of figures drew widespread protest from social com-
mentators and academics (Portes 2016; Levitas 2012) while the administration of the 
programme came to be associated more broadly with lack of credibility (Crossley 
2018). Government claims of an improbable 99 % success rate for TFP interventions 
were contradicted by a damning independent evaluation in 2016. It pointed to the 
programme’s lack of impact on targeted families and poor value for money. These 
independent findings were roundly rejected by the government, who doubled down 
and extended the project, increasing its range, capacity and funding.

By this point £1.3 billion of public money had been spent on a programme 
shown to have little impact on targeted families, in a context where punishing 
spending cuts were being made in the name of fiscal discipline. We argue that while 
the TFP did not meet its stated objectives, its real impact was beyond the public 
view, in significantly re-ordering welfare mechanisms, and ingraining and normal-
izing a routine datafication of families. Beneath the derivative “problem family” 
rhetoric, the TFP was operating to incentivize English local government authorities 
to adopt data analytics and behavioural targeting through a payment by results 
system. Administered by central government, participation in the TFP came with 
an “introductory fee” for each eligible family identified by the regional authority, 
followed by a final payment on statistical evidence of a relatively modest behaviour  
change.

TFP funding did not compensate for the austerity cuts that had previously been 
administered to children’s services, but it represented a significant resource for 
cash-strapped local government regions. Accessing the fund, however, required an 
audit trail. This necessitated the unprecedented collection, linking and processing 
of data on local families, with the initial government criteria marking out a “trou-
bled family” encompassing education (school attendance), health (mental illness), 
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welfare benefits (worklessness) and criminal justice (crime/antisocial behaviour). 
Prior to 2012, bringing together identifiable data profiles on this scale would have 
been categorically unlawful, but while arguments were raging as to whether trou-
bled families existed and how to work with them, new legislation (including the 
2012 Welfare Reform Act and the 2017 Digital Economy Act) was quietly introduced 
to provide de facto exceptions, allowing data to be linked without families’ consent, 
for the specific purpose of identifying and monitoring “troubled families”.

The funding structure underpinning the TFP and the data-centric logic it 
enforced is more than an administrative technicality. While the governing of poor 
families has always revolved around the recording, categorization and coding of 
their lives and relationships, digital technology and capacity transforms the way 
that families can be known and regulated (Edwards et al 2024). As such, the TFP 
helped pave the way for a radically altered family/state relationship characterized 
by the central involvement of private industry and investors (Redden et al. 2020). As 
Dencik et al. (2019) note, data driven governance is built upon the processes, logics 
and technologies of the private sector. The TFP exemplifies this embedding of mar-
ket-based rationales through the collection and use of digital data in its “payment 
by results” framework. Local authorities were compelled to collect, share and link 
data on families in order to claim the funding necessary to cover the intervention.

This datafication of families also helped to embed and accelerate a financial-
ization of public policy by streamlining social impact bonds (SIBs) as a new trans-
actional model of welfare. SIBs are financial products that generate private profit 
for an upfront capital investment in a public intervention or service on the basis 
that a set of pre-determined goals are met. For example, a financier can invest in 
a therapeutic intervention for at-risk young people. An upfront capital payment 
will cover intensive targeted therapeutic work with families to address behavioural 
and emotional issues. A set of performance measures are privately agreed (outside 
of the public realm) and if they are met local or central government will pay the 
investment back with an undisclosed profit to the financier as a return on their 
investment (for example see Hameed et al. 2021).

The UK has led the way in developing and instituting SIBs. Their numbers have 
expanded substantially over the past decade and their market value is soaring, 
having been heavily promoted and subsidized by recent UK Governments. They 
are complex and expensive projects to administer and their impact is unclear 
(Huckfield 2020; Child et al. 2017), yet policy ambitions have centred on growing the 
social impact bond market by over a billion pounds in order for them to become 
a standard funding vehicle for “more challenging public services” (Wilson 2016). 
State investment is required for this expansion, alongside a step change in how data 
is collected and processed. Like any market transaction, capital investors demand 
information on the raw material constituting the financial product (i.  e. families) to 
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calculate risks. Moreover, if SIBs are to have a future independent from UK Govern-
ment subsidy, detailed, reliable, real-time evidence of family change and children’s 
progress is essential. Blockchain technology has been extolled by some as an admin-
istrative vehicle for such “ethical investing”, allowing for individuals to be tracked 
via a certifiable digital record of behavioural impacts so that investors can claim 
pay-outs with each target met (see for example Menon 2020 or Husbands 2018).

4  “Troubles” and “solutions”
For local government authorities positioned within this increasingly financialized 
landscape, the continuous datafication of families and their problems exists as a 
problem in its own right (Edwards et al 2022). The tracking, targeting and meas-
urement of children and families in real time required a major public data infra-
structure upgrade and a commitment to sustained data collection and processing. 
In 2010, very few local authorities in the UK had the requisite inhouse technological 
abilities or resources to manage these data demands. The introduction of the TFP, 
however, forced them to “innovate” at speed, supported by a wide range of govern-
ment funding streams and quangos (Gillies et al 2022). Most councils participating in 
the TFP turned to private companies specializing in “data solutions”, guided by the 
central government’s “digital marketplace”, a procurement hub set up to promote 
access to approximately 3,000 data analytics companies, many of which offer prod-
ucts and services tailored towards family intervention.

An array of packages are offered, ranging from the design of inhouse portals, 
dashboards and data manipulation tools to the collection and storage of data in 
“warehouses” or “lakes” for the development of AI-driven prediction tools. Compa-
nies market bespoke dashboards that allow local authorities to efficiently manage 
the TFP requirements, bringing together the family data necessary to maximize 
payment by results funds and promising to “pinpoint which families are likely to 
meet or fail particular criteria”. Having been incentivized (or coerced) by central 
government to invest in the digital infrastructure required to access TFP revenue, 
many English local authorities have embraced the available selection of tools and 
services, generically described as “solutions” (Gillies et al 2022; Edwards et al 2022). 
The details of how such products are put to use, the data they process and how they 
are deployed to profile and target families varies widely across different regions. 
Some, like Low Income Family Trackers (LIFTs), simply store and manage extensive 
data on poor households in a structured database, sold to local authorities as “a 
platform that lets you identify the drivers of poverty and build resilience” (https://
policyinpractice.co.uk/policy-dashboard/). Others offer more sophisticated surveil-

https://policyinpractice.co.uk/policy-dashboard
https://policyinpractice.co.uk/policy-dashboard
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lance capacities, generating “holistic” profiles of individual household members, 
often with the ability to categorize and flag characteristics, behaviours or social 
associations as “risky”. The data analytics company Sentinel Partners, for example, 
provides a range of English local authorities with “Single View”, a dashboard offer-
ing what they describe as a “true” account of designated individuals and “a fully 
joined-up view of all that is known and all that has gone before” (https://www.
sentinelpartners.co.uk/single-view).

Rather than communicating this step change in service delivery to affected 
families, local authorities positioned it as merely an administrative upgrade in 
data management. Indeed, unlike previous intervention projects, the TFP oper-
ated largely beyond the knowledge and explicit engagement of the families con-
cerned. Few of the targeted families received any official notifications that they 
were included in the programme, with many continuing to receive the same level 
of service involvement as before the TFP’s inception (Day et al. 2016; Crossley 2018). 
Those recruited as part of the programme were most commonly offered generic 
“family support” with no indication of their designation as a “Troubled Family” 
and no warning of the extra data privileges this classification unlocked for local 
authorities. The personal data of those categorized by the administrative markers 
of TFP began to be routinely collected, monitored and stored without the knowledge 
or consent of the individuals concerned. After two subsequent phases of expansion, 
the size and scope of the Troubled Families Programme had inflated to potentially 
include any family involved with non-statutory state services (Crossley 2018). By 
March 2021 the Troubled Families Programme had been re-named “Supporting 
Families” and allocated another £165 million from public funds, with an extra “data 
accelerator” fund attached to support digital innovation and the aim of “building 
stronger data” (MHCLG 2021).

This public data revolution was by now centred on the development of new 
techniques of prediction and prevention using data mining and machine learning. 
These tools allow large quantities of accumulated data to be searched (or “mined”) 
for identifiable patterns or correlations with the intention of making future risk 
inferences. Data mining and machine learning can generate predictive algorithms 
to guide decision-making and practice, generally known as predictive analytics.

Such algorithmic governance techniques are controversial, and their accu-
racy and impacts highly contested (Waller/Waller 2020). Widespread unease about 
the application of predictive models by state actors has not stopped a sweeping 
range of local authorities and police forces from appropriating predictive models, 
often in collaboration. For example, Bristol County Council’s Supporting Families 
Programme (formally TFP) is located within Insight Bristol, a data analytic hub 
run by the local police force. Insight Bristol run a range of data-led predictive pro-
jects aiming to estimate the risks of youth crime, sexual exploitation and young 

https://www.sentinelpartners.co.uk/single-view
https://www.sentinelpartners.co.uk/single-view
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people “not in education or employment” (https://insightbristol.wixsite.com/home/
predictive-analytics). This convergence of family intervention with policing is now 
evident across a wide range of English local authorities (Author reference 1,4).

5  From nudge to smack
The algorithmic regulation of children and parents amounts to more than a 
mechanical upgrade in the long history of governing poor families. Technologi-
cal practices are extending beyond administrative risk scoring and preventative 
targeting to incorporate broader behavioural interventionist infrastructures with 
undetermined implications for democratic values and civil rights. The datafication 
of families is supporting an experimental approach in which population groups, 
communities or even institutional staff bodies are manipulated through social or 
environmental cues designed to effect or prevent particular actions. Behavioural 
expertise has emerged as a powerful industry, mainstreaming policy interventions 
and techniques in an attempt to correct for human “misjudgement”. Psychologically 
driven governance approaches project the dysfunctions and failures of neoliberal 
economic models onto the minds and behaviours of individuals, attributing social 
ills to cognitive biases and irrational choices. In the process, market-based ration-
ality is reinforced as an orthodoxy from which “misjudgements” can be assessed 
and corrected (Whitehead et al. 2017). Data behaviourism, and the set of practices it 
encompasses, are styled as theory neutral, identifying and seeking to correct “bad 
decisions” through the subtle alteration of “choice architecture”.

Many behavioural initiatives consist of low impact reminders, prompts and 
reinforcements which sit closer to what Mols et al. (2015) describe as “persuasion” 
rather than behavioural nudging. Text messages, for example, are utilized across 
a variety of settings to encourage targeted populations to adopt particular actions. 
This approach is exemplified by the Behavioural Intervention Team’s Tips by Text 
project, which sends selected parents strategically timed messages prompting them 
to undertake simple tasks designed to improve their infant’s “literacy, language, 
numeracy and social and emotional skills” (Education Endowment Fund 2021). Such 
interventions are not however, particularly effective. An independent evaluation 
of Tips by Texts found no significant impact on the targeted families (NCRM 2022). 
As Bovens (2008) notes, nudges work better in the dark, when bypassing conscious 
awareness and surreptitiously reframing heuristic cues, environment surround-
ings and social norms.

More successful behavioural interventions have deployed personalized tar-
geting of families to highlight their distance from social norms and practices. For 

https://insightbristol.wixsite.com/home/predictive-analytics
https://insightbristol.wixsite.com/home/predictive-analytics
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example, in Central regions of England parents of primary school pupils flagged as 
part of a national child measurement programme have been sent letters informing 
them that their children are “in the minority of local children who are overweight 
or very overweight” and that “two in three” children have a healthier weight than 
them. The letters included images illustrating “healthy” and “unhealthy” children’s 
bodies, selected to match the age and gender of the targeted child along with per-
sonalized booking forms for local weight management services (LGA 2016). This 
initiative was subject to an independent randomized controlled trial which demon-
strated its ability to secure significantly higher engagement with weight manage-
ment services (Sallis et al. 2019). Whether the experiment would have achieved 
the same results had parents been aware they were personally targeted is highly 
debatable. As Mols et al. (2015) outline, attempts to “govern by stealth” can and do 
backfire if the public find out they are being manipulated.

The power of “nudge” is assumed to be located in the unconscious mind, with 
“stealth” now becoming a common strategy pursued by UK policymakers. The 
national membership body for local authorities in England and Wales, the Local 
Government Association (LGA), regards this personalized weight management 
intervention as exemplary practice (LGA 2016). The LGA is an enthusiastic advocate 
of data behaviourism and have publicized and funded a wide variety of similar 
projects, many in collaboration with the social quantification industry. Designed to 
shape, restrict or remove individual choice, the LGA have dubbed these behavioural 
approaches “Nudge, Shove and Smack” (LGA 2013), extending the spectrum of these 
techniques well beyond the liberty-preserving margins of neoliberal paternalism.

Inevitably, this commitment to pragmatic rationalism traces the contours of 
longstanding social divisions, reconfiguring and in many cases amplifying the injus-
tices of race, class and gender (Benjamin 2019). Poverty is characterized by behav-
ioural scientists as a condition sapping mental processing skills, placing a heavy 
load on already flawed human reasoning capacities and self-control (Gandy et al. 
2016). From this perspective, the poor are more likely to require shoving or smack-
ing to secure their best interests, through for example, the replacement of cash 
welfare payments with “healthy food vouchers” (Big Brother Watch 2022), benefit 
sanctions for insufficient job seeking (Gandy et al. 2016) or the removal of formula 
milk from food banks (Wise 2020). This representation of poor families as mentally 
diminished, lacking cognitive bandwidth and self-control has also coincided with 
a marked interventionist turn within child protection services (Featherstone et al. 
2018; Bilson/Hunter Munroe 2018).
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6  Data behaviourism and the post-choice agenda
As we have demonstrated, the moderate language of “nudge” hides a distinctly illib-
eral intervention framework currently operating within UK government networks. 
More significantly, data behaviourism offers the capacity to deliver far-reaching 
policy impacts that discriminate between population groups, while bypassing 
the knowledge and consent of those impacted. As Yeung (2017) suggests, real-time 
data feeds can uniquely personalize algorithmic outputs, calibrating interventions 
through recursive feedback loops and delivering scale efficient “hypernudges”. 
While they remain largely undisclosed, there is evidence that such techniques are 
being incorporated into frontline UK public policy initiatives. Intensive investiga-
tions have revealed a widespread use by local and central government of auto-
mated risk scoring, predictive analytics, geodemographic profiling, unstructured 
web scraping and facial recognition tools alongside and in collaboration with 
behaviourist interventions and social media influence operations (Big Brother 
Watch 2023, 2022; Collier et al. 2022).

For example, Collier et al. (2024; 2022) have uncovered extensive UK govern-
ment engagement with the tools and services of social marketing companies like 
Mosaic to target and personalize interventions with the aim of manufacturing cul-
tural norms and consent. In this instance state and industry are working in close 
partnership, pooling and categorizing data from administrative services and com-
mercial and consumer sources (e.  g. search tracking, social media analytics, mar-
keting profiles etc.). As Collier et al. (2022) make clear “this is not simply a case of 
algorithms being used for sorting, surveilling, and scoring; rather this suggests that 
targeted interventions in the cultural and behavioural life of communities are now 
a core part of governmental power which is being algorithmically-driven.” Such 
practices are pursued with little regard for core liberal capitalist values of freedom 
and privacy and with no transparency or claim to legitimacy.

The regulatory powers of the state were built on a moral framework of liberal 
democracy, centring individual will and political deliberation as crucial to the 
co-creation of policy. Yet data behaviourism works to foreclose rather than discour-
age or even prohibit choices, and thereby seeks to remove entirely the capacity for 
any individual consideration, disagreement or dissent (Zoido-Oses 2014). This can 
be understood as a form of design-based regulation (Yeung 2017) in which struc-
tures are deliberately embedded with the intention of compelling or coercing indi-
viduals towards actions deemed by the state to be desirable. Such practices contrast 
with more traditional “command and control” modes of governance enacted within 
legislative and criminal justice frameworks and enforced through state sanctions 
(fines, incarceration, deportation etc.). Tools designed to direct or foreclose behav-
iour range from digital mediation via webpage manipulation (personalized map 
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routes, adverts or search results) to physical and mechanical design features. For 
example, reduced flow saltshakers issued to take-away restaurants to decrease the 
consumption of sodium (LGA 2016) or the fitting of Rear Occupant Alert systems in 
cars which alarm loudly if a child is left alone in the backseat.

Similar “smart” technologies are featuring extensively in digital strategies 
published by UK local government authorities, representing what Jasanoff and 
Kim (2015) describe as “sociotechnical imaginaries”, embodying digitally inspired 
visions of social life and social order. Kent County Council, in the South East of 
England for example, are aiming to link their omnivorous data lake to feeds from 
devices connected to the “Internet of Things” via cloud network services, promoting 
an imaginary of smart cities and buildings, integrated with wearable and home-
based technology (Kent County Council 2020). Such plans are likely aspirational and 
overhyped given practical and resource limitations, but they highlight the extent to 
which top-down, solutionist modes of governance are normalized within UK policy 
circles as offering an unproblematic route to a “progressive” future. The underly-
ing assumption appears to be that big data, digital technologies and the patterns in 
individual and social behaviour they identify will have the power to open society 
up to the kind of mechanistic modifications strived for since the Enlightenment.

This strong empiricism serves to elevate data behaviourism beyond ethical 
objection and public scrutiny. Policy solutions can be framed as neutral and prag-
matic, transcending human-tainted ideology and politics to deliver simply “what 
works” (Corey 2023). It is this claim to pure, unmediated technical knowledge and 
the resulting obviation of debate and dissent that sets data behaviourism apart. 
While governance in the previous century was similarly data led, based on the cat-
egorization, measurement and mapping of populations, old style statistics were in 
the main publicly collected and positioned at the centre of competing social theories 
and prescriptions for reform (Couldry/Mejias 2019). In contrast, data behaviourism 
promises to predict and correct rather than explain and inform, replacing deduc-
tive inquiry with inductive calculation. From this perspective big data is regarded 
as superseding policy deliberation, occupying a space somewhere between compu-
tation and divination (Smith 2019).

7  Beyond freedom and dignity?
In this paper we have described how a linking of administrative records introduced 
as part of financialized parenting interventions has worked to help normalize the 
“datafication” of everyday family lives. We have also highlighted the power ceded 
to financiers, data analytic companies, platform developers and big tech companies 
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in this new governance regime. The interests of the state and the private sector 
appear to be converging around the collection, processing and extraction of data 
to monitor and manipulate populations. As we have outlined, extensive, real-time 
data feeds are merging deeply personal information about children and families for 
government authorities and their corporate social quantification partners to target, 
experiment on and modify behaviours. This digital governance regime has been 
rolled out at speed, (Gillies and Edwards 2024). Digital governance and behaviour 
modification techniques are now widely deployed across the UK, their practices 
extending far beyond the original disciplinary focus on marginalized and deprived 
households to potentially encompass all families.

While there is nothing new about the codification and processing of families’ 
information to allocate resources and entitlements, data behaviourism stands apart 
from longstanding deserving/eligible verses underserving/ineligible categoriza-
tions. The narratives and labels that once responsibilized “problem families” are 
increasingly merged into a vast expanse of datapoints to create new opaque clas-
sifications, targets and practices (Couldry/Mejias 2019). Contemporary “datafied” 
modes of regulation move beyond attempts to discipline and subjectivize through 
shame, stigma and threats, towards an actuarial management applied at scale. The 
fate of individuals becomes intimately tied to the actions, behaviours and data trails 
of others, not through generalizations or typologies but through the aggregation 
and linking of variables across populations (Mühlhoff 2021; Keddell 2019). Machine 
learning techniques search for similarities and differences across vast data fields, 
drawing out complex patterns from thousands, often millions, of anonymous data 
users. De-individualized profiles are then used to predict fragmented behaviours 
and reactions, re-individualizing subjects as a set of probabilities to be managed 
accordingly. Parents and children come to be known in ways they themselves 
cannot recognize, understand or challenge, as their lives are reconstituted by a 
“surveillant assemblage” of data flows (Haggerty/Ericson 2003).

The power of any technology is bound up with social beliefs about its capacities 
and potential which reflect particular logics and world views (Beer 2017). Expensive 
solutionist infrastructures are not just reorganizing state/family relationships in 
the UK, they are restructuring the post-war welfare state and conceptions of liberal 
democracy to fit an idealized model of market equilibrium. Efforts are directed 
to shoring up neoliberal rationalities through the production and management of 
self-interested economic subjects, in effect strengthening the “invisible hand of the 
market” with the invisible hand of data behaviourism. The ethos of the state is 
directed beyond the rights and common good of citizens to pursue whatever works 
to shape society in the interests of the data controllers (Couldry/Mejias 2019). Advo-
cates point to the capacity of data behaviourism to reform and improve capitalist 
societies, overlooking the extent to which foundational principles of liberalism are 
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dismantled in the process. As Rouvroy (2013: 153) notes “algorithmic governmen-
tality does not produce any kind of subject. It affects without addressing them …”. 
The self-determining subject centred in liberal morality is abrogated along with 
fundamental concepts of privacy, freedom and social justice.

The impact on children and families is yet to be fully appreciated, but concerns 
are growing about the potential for serious personal harm. Profiling and risk scoring 
have been found to exacerbate inaccurate and discriminatory categorizations, legit-
imating biased decision-making and gross injustices (Vannier Ducasse 2021; Keddell 
2019; Eubanks 2017). Data behaviourist techniques cede unprecedented power to 
computer scientists, social marketing and IT executives with a limited grasp of the 
real-world effects of their calculative predictions and manipulations. With their 
purview extending ever further into previously ungoverned spaces of family life, 
datafying and stripping out cultural context, the scope for unintended consequences 
looms large. As Eubanks (2017) has demonstrated, automated welfare systems work 
to police and punish the most vulnerable families in society, constructing a digital 
version of the Victorian poorhouse.

Meanwhile, for all the grand prophecies, there is no sign of the expected ben-
efits of this mathematical mapping and reshaping of the social world. Indeed, evi-
dence is emerging that this digital capture and punishment of the poor may simply 
encourage a more active avoidance of public services, engraining marginalization 
and exacerbating the social problems data behaviourism promises to fix (Gorin 
et al 2024). Algorithmic reasoning has now been deeply embedded in British state 
systems for over a decade, calculating and automating governmental responses, 
and yet the ills attributed to “troubled families” (poverty, crime, under achievement 
and mental illness) continue to rise steeply. And far from reducing costly family 
intervention through efficient targeting, mass surveillance has merely created new 
imperatives to act. For example, the numbers of UK children removed from their 
parents and placed into state care has doubled since 2011, along with a tripling of 
child protection investigations finding no evidence of harm (Samuel 2023; Bilson 
and Hunter Munro 2019). As social researchers have long known, correlations do 
not scale up to social causation and meaningful quantifiable proxies for complex 
social variables are elusive to non-existent. UK policymakers are not yet ready to 
give up on their behaviourist utopia. Nevertheless, data behaviourism is shaping up 
to become yet another expensive and harmful failure in the long history of family 
intervention.



154   Val Gillies et al.

References
Agamben, G. (2005): State of Exception. Chicago: University Of Chicago Press.
Alston, P. (2018): Statement on Visit to the United Kingdom, by Professor Philip Alston, United Nations 

Special Rapporteur on Extreme Poverty and Human Rights https://www.ohchr.org/sites/default/
files/Documents/Issues/Poverty/EOM_GB_16Nov2018.pdf

Beer, D. (2017): “The social power of algorithms”, Information, Communication & Society 20 (1): 1–13.
Bellamy, C. (2011): “Alive and Well? The ‘Surveillance Society’ and the Coalition”, Public Policy and 

Administration 26 (1): 149–155.
Benjamin, R. (2019): Race after Technology: Abolitionist Tools for the New Jim Code. Cambridge: Polity 

Press.
Big Brother Watch (2023): Ministry of Truth: The secretive government units spying on your  

speech: https://bigbrotherwatch.org.uk/wp-content/uploads/2023/01/Ministry-of-Truth-Big-
Brother-Watch-290123.pdf

Big Brother Watch (2022): The Streets are Watching You: https://bigbrotherwatch.org.uk/wp-content/
uploads/2022/10/The-Streets-Are-Watching-You.pdf

Big Brother Watch (2021): Poverty Panopticon: the hidden algorithms shaping Britain’s welfare state: 
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/07/Poverty-Panopticon.pdf

Bilson, A.; Hunter Munro, E. (2019): “Adoption and child protection trends for children aged under 
five in England: Increasing investigations and hidden separation of children from their parents”, 
Children and Youth Services Review 96. https://www.sciencedirect.com/science/article/abs/pii/
S0190740918305735?via%3Dihub

Bovens, L. (2008): “The Ethics of Nudge”, in: Till Grüne-Yanoff; Sven O. Hansson (eds.): Preference 
Change: Approaches from Philosophy, Economics and Psychology. Berlin and New York: Springer, 
207–219.

Cameron, D. (2011): PM’s speech on the fightback after the riots: https://www.gov.uk/government/
speeches/pms-speech-on-the-fightback-after-the-riots

Carvel, J.; Batty, D. (2003): “Plan to keep file on every child”, The Guardian https://www.theguardian.
com/society/2003/sep/09/childrensservices.childprotection

Child, C.; Gibbs, B.; Rowley, K. (2017): “Paying for success: An appraisal of social impact bonds”, Global 
Economics and Management Review 21: 1–2.

Collier, B, Stewart, J, Horgan, S, Thomas, DR & Wilson, L 2024, ‘Influence government, platform power 
and the patchwork profile: Exploring the appropriation of targeted advertising infrastructures 
for government behaviour change campaigns’, First Monday, vol. 29, no. 2. https://doi.
org/10.5210/fm.v29i2.13579

Collier, B.; Flynn, G.; Stewart, J.; Thomas, D. (2022): “Influence government: Exploring practices, ethics, 
and power in the use of targeted advertising by the UK state”, Big Data & Society 9 (1): https://doi.
org/10.1177/20539517221078756

Corey, D. (2023): Is the “What Works” movement working? LSE Blogs, https://blogs.lse.ac.uk/
politicsandpolicy/is-the-what-works-movement-working/

Couldry, N.; Mejias, U. A. (2019): The Costs of Connection. Stanford: Stanford University Press.
Crossley, S. (2018): Troublemakers. The construction of ‘troubled families’ as a social problem. Bristol: 

Policy Press.
Day, L.; Bryson, C.; White, C.; Purdon, S.; Bewley, H.; Sala, L. K.; Portes, J. (2016): National Evaluation of 

the Troubled Families Programme: Final Synthesis Report. London: Department for Communities 
and Local Government.

https://www.ohchr.org/sites/default/files/Documents/Issues/Poverty/EOM_GB_16Nov2018.pdf
https://www.ohchr.org/sites/default/files/Documents/Issues/Poverty/EOM_GB_16Nov2018.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2023/01/Ministry-of-Truth-Big-Brother-Watch-290123.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2023/01/Ministry-of-Truth-Big-Brother-Watch-290123.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2022/10/The-Streets-Are-Watching-You.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2022/10/The-Streets-Are-Watching-You.pdf
https://bigbrotherwatch.org.uk/wp-content/uploads/2021/07/Poverty-Panopticon.pdf
https://www.sciencedirect.com/science/article/abs/pii/S0190740918305735?via%3Dihub
https://www.sciencedirect.com/science/article/abs/pii/S0190740918305735?via%3Dihub
https://www.gov.uk/government/speeches/pms-speech-on-the-fightback-after-the-riots
https://www.gov.uk/government/speeches/pms-speech-on-the-fightback-after-the-riots
https://www.theguardian.com/society/2003/sep/09/childrensservices.childprotection
https://www.theguardian.com/society/2003/sep/09/childrensservices.childprotection
https://doi.org/10.5210/fm.v29i2.13579
https://doi.org/10.5210/fm.v29i2.13579
https://doi.org/10.1177/20539517221078756
https://doi.org/10.1177/20539517221078756
https://blogs.lse.ac.uk/politicsandpolicy/is-the-what-works-movement-working
https://blogs.lse.ac.uk/politicsandpolicy/is-the-what-works-movement-working


 Calibrating families   155

Davies, W. (2020): This is Not Normal: The Collapse of Liberal Britain. London: Verso.
Dencik, L.; Redden, J.; Hintz, H.; Warne, H. (2019): “The ‘golden view’: data-driven governance in the 

scoring society”, Internet Policy Review 8 (2): https://policyreview.info/articles/analysis/golden-
view-data-driven-governance-scoring-society.

DPMO (2011): Nick Clegg pledges to restore civil liberties: https://www.gov.uk/government/news/
nick-clegg-pledges-to-restore-civil-liberties

Dunleavy, P.; Park, A.; Taylor, R. (2018): The UK’s Changing Democracy. London: LSE Press. DOI: https://
doi.org/10.31389/book1

Education Endowment Fund (2021): Tips By Text: https://educationendowmentfoundation.org.uk/
projects-and-evaluation/projects/tipsbytext

Edwards, R., Gillies, V., Gorin, S., & Vannier-Ducasse, H. (2024) Pre-problem families: predictive 
analytics and the future as the present. Families, Relationships and Societies, https://doi.org/10.133
2/20467435Y2024D000000013

Edwards, R., Gillies, V. and Gorin, S. (2022). Problem-solving for problem-solving: data analytics to 
identify families for service intervention. Critical Social Policy 47(2), pp.265–284.

Eubanks, V. (2017): Automating Inequality: How High-Tech Tools Profile, Police and Punish the Poor. New 
York: St Martin’s Press.

Featherstone, B.; Gupta, A.; Morris, K.; Warner, J. (2018): “Let’s stop feeding the risk monster: Towards 
a social model of ‘child protection’”, Families, Relationships and Societies 7 (1): 7–22.

Gandy, K.; King, K.; Streeter Hurle, P.; Bustin, C.; Glazebrook, K. (2016): Poverty and decision-making. 
How behavioural science can improve opportunity in the UK. Behavioural Insights Team: https://
www.bi.team/wp-content/uploads/2017/02/JRF-poverty-and-decision-making.pdf

Garret, P. (2009): Transforming Children’s Services: Social Work, Neoliberalism and the ‘Modern’ World. 
Berkshire: Open University Press.

Geiger, G. (2023): Unlocking Europe’s Welfare Fraud Algorithms. Pulitzer Center: https://pulitzercenter.
org/projects/unlocking-europes-welfare-fraud-algorithms

Gillies, V. and Edwards, R. (2024) The Conservatives, family policy and the data revolution, in H. Bochel 
and M. Powell (eds) The Conservative Governments and Social Policy, pp.225–242, Bristol: Policy Press.

Gillies, V. and Edwards, R. (2024) The Conservatives, family policy and the data revolution, in H. Bochel 
and M. Powell (eds) The Conservative Governments and Social Policy, pp.225–242, Bristol: Policy 
Press

Gorin, S., Edwards, R., Gillies, V. and Vannier Ducasse, H. (2024) Seen through records: parents access 
to childrens social care records in an age of increasing datafication, British Journal of Social Work, 
54 (1): 228245.

Haggerty, K.; Ericson, R. (2003): “The Surveillant Assemblage”, The British Journal of Sociology 51 (4): 
605–622.

Halpern, D.; Sanders, M. (2016): “Nudging by government: Progress, impact, & lessons learned”, 
Behavioral Science & Policy 2 (2): 53–65.

Hameed, T.; Macdonald, J. R.; Shiva, M.; Carter, E. (2021): The use of social impact bonds in children’s 
social care: A comparative analysis of project justifications and design considerations in the Life 
Chances Fund. Department for Digital, Culture, Media & Sport (DCMS): https://assets.publishing.
service.gov.uk/government/uploads/system/uploads/attachment_data/file/1003329/Main_
report_20210629_TH.pdf

Haynes, L.; Service, O.; Goldacre, B.; Torgerson, D. (2012): Test, Learn, Adapt: Developing Public Policy 
with Randomised Controlled Trials. Behavioural Insights Team, Cabinet Office: https://assets.
publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/62529/
TLA-1906126.pdf

https://policyreview.info/articles/analysis/golden-view-data-driven-governance-scoring-society
https://policyreview.info/articles/analysis/golden-view-data-driven-governance-scoring-society
https://www.gov.uk/government/news/nick-clegg-pledges-to-restore-civil-liberties
https://www.gov.uk/government/news/nick-clegg-pledges-to-restore-civil-liberties
https://doi.org/10.31389/book1
https://doi.org/10.31389/book1
https://educationendowmentfoundation.org.uk/projects-and-evaluation/projects/tipsbytext
https://educationendowmentfoundation.org.uk/projects-and-evaluation/projects/tipsbytext
https://doi.org/10.1332/20467435Y2024D000000013
https://doi.org/10.1332/20467435Y2024D000000013
https://www.bi.team/wp-content/uploads/2017/02/JRF-poverty-and-decision-making.pdf
https://www.bi.team/wp-content/uploads/2017/02/JRF-poverty-and-decision-making.pdf
https://pulitzercenter.org/projects/unlocking-europes-welfare-fraud-algorithms
https://pulitzercenter.org/projects/unlocking-europes-welfare-fraud-algorithms
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1003329/Main_report_20210629_TH.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1003329/Main_report_20210629_TH.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1003329/Main_report_20210629_TH.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/62529/TLA-1906126.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/62529/TLA-1906126.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/62529/TLA-1906126.pdf


156   Val Gillies et al.

Hughes, D. (2008): “British Child database will ‘pry into family life’”, The Sunday Times. https://www.
thetimes.com/article/child-database-will-pry-into-family-life-xqfzqc308zh

Husbands, A. (2018): Social Impact Bonds need blockchain technology medium: https://medium.
com/@ahusbands/social-impact-bonds-need-blockchain-technology-7d68ce2ed60d

Huckfield, L. (2020): “The mythology of the Social Impact Bond: A critical assessment from a 
concerned observer”, Historical Social Research 45 (3): 161–183.

Keddell, E. (2019): “Algorithmic justice in child protection: statistical fairness, social justice and  
the implications from practice”, Social Sciences 8 (10): https://www.mdpi.com/2076-0760/ 
8/10/281

Lambert, M. (2018): “Between ‘Families in Trouble’ and ‘Children at Risk’: Historicising ‘Troubled 
Family’ Policy in England since 1945”, Children and Society 33 (1): 82–91.

Leggit, W. (2014): “The Politics of Behaviour Change: Nudge, Neoliberalism and the State”, Policy & 
Politics 42 (1): 3–19.

Levitas, R. (2012): There may be trouble ahead: What we know about those 120,00 ‘troubled families’. 
Poverty and Social Exclusion: https://www.poverty.ac.uk/policy-response-working-papers-fami-
lies-social-policy-life-chances-children-parenting-uk-government

Local Government Association (2016): Behavioural insights and health: https://www. 
makingeverycontactcount.co.uk/media/1039/024-lga-behavioural-insights.pdf

Local Government Association (2013): Changing behaviours in public health. To nudge or to shove? 
https://www.local.gov.uk/sites/default/files/documents/changing-behaviours-publi-e0a.pdf

McQuillan, D. (2015): “Algorithmic States of Exception”, European Journal of Cultural Studies 18 (4–5): 
564–576.

Margetts, H.; Dunleavy, P. (2013): “The second wave of digital-era governance: A quasi-paradigm for 
government on the Web”, Philosophical Transactions of the Royal Society A 371: 20120382. http://
dx.doi.org/10.1098/rsta.2012.0382

Mayer-Schonberger, V.; Cukier, K. (2013): Big Data: A Revolution that will transform how we live, work and 
think. London: John Murray

Menon, N. (2020): ESG Clarity, How blockchain can revolutionise social impact: investing https://
esgclarity.com/how-blockchain-can-revolutionise-social-impact-investing/

MHCLG (2021): Supporting Families: https://www.gov.uk/government/collections/supporting- 
families

Mols, F.; Haslam, S. A.; Jetten, J.; Steffens, N. K. (2015): “Why a nudge is not enough: A social identity 
critique of governance by stealth”, European Journal of Political Research 54 (1): 81–98.

Mühlhof, R. (2021): “Predictive privacy: Towards an applied ethics of data analytics”, Ethics and 
Technology 23, 675–690.

NCRM (2022): Evaluation of Tips by Text: https://www.niesr.ac.uk/projects/evaluation-tips-text
Portes, J. (2016): Troubled Families – Anatomy of a policy disaster: https://notthetreasuryview.

blogspot.com/2016/10/troubled-families-anatomy-of-policy.html
Redden, J.; Dencik, L.; Warne, H. (2020): “Datafied child welfare services: unpacking politics, economics 

and power”, Policy Studies 41: 507–526.
Rodger, J. J. (2008): “The criminalisation of social policy”, Criminal Justice Matters 74 (1): 18–19.
Rose, N. (1999): Governing the Soul: The Shaping of the Private Self (2nd ed.) London: Free Association 

Books.
Rouvroy, A. (2013): “The end(s) of critique: Data behaviourism versus due process”, in: Mireille 

Hilderand; Katja De Vries (eds.): Privacy, Due Process and the Computational Turn. Milton Park: 
Routledge, 143–167.

https://www.thetimes.com/article/child-database-will-pry-into-family-life-xqfzqc308zh
https://www.thetimes.com/article/child-database-will-pry-into-family-life-xqfzqc308zh
https://medium.com/@ahusbands/social-impact-bonds-need-blockchain-technology-7d68ce2ed60d
https://medium.com/@ahusbands/social-impact-bonds-need-blockchain-technology-7d68ce2ed60d
https://www.mdpi.com/2076-0760/8/10/281
https://www.mdpi.com/2076-0760/8/10/281
https://www.poverty.ac.uk/policy-response-working-papers-families-social-policy-life-chances-children-parenting-uk-government
https://www.poverty.ac.uk/policy-response-working-papers-families-social-policy-life-chances-children-parenting-uk-government
https://www.makingeverycontactcount.co.uk/media/1039/024-lga-behavioural-insights.pdf
https://www.makingeverycontactcount.co.uk/media/1039/024-lga-behavioural-insights.pdf
https://www.local.gov.uk/sites/default/files/documents/changing-behaviours-publi-e0a.pdf
http://dx.doi.org/10.1098/rsta.2012.0382
http://dx.doi.org/10.1098/rsta.2012.0382
https://esgclarity.com/how-blockchain-can-revolutionise-social-impact-investing
https://esgclarity.com/how-blockchain-can-revolutionise-social-impact-investing
https://www.gov.uk/government/collections/supporting-families
https://www.gov.uk/government/collections/supporting-families
https://www.niesr.ac.uk/projects/evaluation-tips-text
https://notthetreasuryview.blogspot.com/2016/10/troubled-families-anatomy-of-policy.html
https://notthetreasuryview.blogspot.com/2016/10/troubled-families-anatomy-of-policy.html


 Calibrating families   157

Sallis, A.; Porter, L.; Tan, K.; Howard, R.; Brown, L.; Jones, A.; Ells, L.; Adamson, A.; Taylor, R.; Vlaev, I.; 
Chadborn, T. (2019): “Improving child weight management uptake through enhanced National 
Child Measurement Programme parental feedback letters: A randomised controlled trial”, 
Preventive Medicine 121: 128–135.

Samuel, M (2023) Child protection enquiry total hits new annual high but proportion finding  
abuse continues to shrink, Community Care, https://www.communitycare.co.uk/2023/10/30/ 
child-protection-enquiry-total-hits-new-annual-high-but-proportion-finding-abuse-continues-
to-shrink/

Smith, J. E. H. (2019): Irrationality: A History of the Dark Side of Reason. New Jersey: Princeton University 
Press.

Thaler, R.; Sunstein, C. (2003): “Libertarian paternalism”, American Economic Review 93 (2): 175–179.
Van Brakel, R. E. (2016): “Pre-emptive big data surveillance and its (dis)empowering consequences: 

The case of predictive policing”, in: B. van der Sloot; D. Broeders; E. Schrijvers (eds.): Exploring the 
Boundaries of Big Data. Amsterdam University Press, 117–141.

Waller, M.; Waller, P. (2020): Why Predictive Algorithms are So Risky for Public Sector Bodies. SSRN, 
London: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3716166

Welshman, J. (2011): ‘Troubled Families’: Parallels with the past: https://www.poverty.ac.uk/
articles-families-editors-pick/%E2%80%98troubled-families%E2%80%99-parallels-past

Wilson, R. (2016): The future of the UK social investment market: Rob Wilson Speech. Cabinet Office: 
https://www.gov.uk/government/speeches/the-future-of-the-uk-social-investment-market-rob-
wilson-speech

Wise, J. (2020): “Food banks and infant formula: who knows best?”, British Medical Journal 371 https://
doi.org/10.1136/bmj.m4449

Whitehead, M.; Jones, R.; Pykett, J.; Howell, R.; Lilley, R. (2017): Neuroliberalism: Behavioural Government 
in the 21st Century. London: Routledge.

Yeung, K. (2017): “‘Hypernudge’: Big Data as a mode of regulation by design”, Information, 
Communication & Society 20(1): 118–136.

Zoido-Oses, P. (2014): The problem with nudge policies is that they threaten our freedom to choose to 
act well. LSE British Politics and Policy Blog: https://blogs.lse.ac.uk/politicsandpolicy/the-prob-
lem-with-nudge-policies-freedom-to-choose/

Funding
Funder Name: Economic and Social Research Council
Funder Id: http://dx.doi.org/10.13039/501100000269
Grant Number: ES/T001632/1
Ringold ID: 4921

https://www.communitycare.co.uk/2023/10/30/child-protection-enquiry-total-hits-new-annual-high-but-proportion-finding-abuse-continues-to-shrink
https://www.communitycare.co.uk/2023/10/30/child-protection-enquiry-total-hits-new-annual-high-but-proportion-finding-abuse-continues-to-shrink
https://www.communitycare.co.uk/2023/10/30/child-protection-enquiry-total-hits-new-annual-high-but-proportion-finding-abuse-continues-to-shrink
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3716166
https://www.poverty.ac.uk/articles-families-editors-pick/%E2%80%98troubled-families%E2%80%99-parallels-past
https://www.poverty.ac.uk/articles-families-editors-pick/%E2%80%98troubled-families%E2%80%99-parallels-past
https://www.gov.uk/government/speeches/the-future-of-the-uk-social-investment-market-rob-wilson-speech
https://www.gov.uk/government/speeches/the-future-of-the-uk-social-investment-market-rob-wilson-speech
https://doi.org/10.1136/bmj.m4449
https://doi.org/10.1136/bmj.m4449
https://blogs.lse.ac.uk/politicsandpolicy/the-problem-with-nudge-policies-freedom-to-choose
https://blogs.lse.ac.uk/politicsandpolicy/the-problem-with-nudge-policies-freedom-to-choose
http://dx.doi.org/10.13039/501100000269



