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Abstract

The design and functional verification of the 4-phase adiabatic 
logic implementation take longer due to the complexity of 
synchronizing the power-clock phases. Additionally, as the 
adiabatic system scales, the amount of time in debugging errors 
increases, thus, increasing the overall design and verification 
time. This paper proposes a VHDL-based modelling approach 
for speeding up the design and verification time of the 4-phase 
adiabatic logic systems. The proposed approach can detect the 
functional errors, allowing the designer to correct them at an 
early design stage, leading to substantial reduction of the design 
and debugging time. The originality of this approach lies in the 
realization of the trapezoidal power-clock using function 
declaration for the four periods namely; Evaluation (E), Hold 
(H), Recovery (R) and Idle (I) exclusively. The four periods are 
defined in a VHDL package followed by a library design which 
contains the behavioral VHDL model of adiabatic NOT/BUF 
logic gate. Finally, this library is used to model and verify the 
structural VHDL representations of the 4-phase 2-bit ring-
counter and 3-bit up-down counter, as design examples to 
demonstrate the practicality of the proposed approach.

Keywords— adiabatic logic; complexity; modelling; verification; 
VHDL

1. Introduction

The increased usage of battery-less applications (e.g. a 
smart card) and the rising energy density due to the technology 
shrinkage, energy-efficiency has become a major concern in the 
design of large and complex systems. A circuit technique, 
known as “Adiabatic Logic” based on the CMOS technology, 
has the potential for low energy operation albeit at some cost in 
terms of performance speed [1]-[3], [10]-[13], [17]-[30]. Thus, 
making it a worthy choice for smart card application. Several 
research papers exist that demonstrates the energy saving 
potential of the adiabatic logic technique in comparison to the 
non-adiabatic logic (conventional CMOS). In [1], the authors 
have shown that the sense-amplifier based adiabatic logic 
performs better than the non-adiabatic logic using 65nm, 45nm 
and 32nm Berkeley Predictive Technology Models (BPTM). 
Likewise, in [2] the behaviour of adiabatic logic circuits is 
analysed in the weak inversion/subthreshold regime. Through 
extensive post-layout simulation, the authors demonstrate that 
adiabatic circuits in the subthreshold region can save significant 
energy in comparison to its equivalent non-adiabatic 
implementation. Moreover, the recent work showing the 
applicability of the adiabatic principle on capacitive logic 
demonstrates the effectiveness of the technique to achieve zero-

power dissipation in an ideal setting [3], [4]. Additionally, in 
[5], the authors presented a detailed analysis of CMOS and 
NEMS adiabatic logic performance including the power-clock 
generator. The analysis presented shows that the NEMS-based 
adiabatic logic is exceptionally suitable for low power 
operation, however, its performance is highly dependent on the 
switch series resistance. Nonetheless, the only feasible method 
for the functional verification of the adiabatic design at 
transistors level is by using SPICE simulation, which is 
inherently time-consuming and difficult. The design of the non-
trivial adiabatic circuits demands much more effort in contrast 
to the non-adiabatic logic for which well-developed tools exist. 
The main distinction between the two lies in the fact that the 
former uses a slowly changing power-clock/supply whereas the 
latter works with DC (constant) power-supply. 

1.1. Motivation

VHDL is efficiently used for the signal levels ‘0’ and ‘1’ 
having zero rise and fall times for ideal simulations. However, 
the waveforms are more complex in the adiabatic circuit design, 
due to the requirement of the trapezoidal 4-phase power-clock 
and the dual-rail encoding of inputs and outputs. Moreover, to 
realise a trapezoidal power-clock in VHDL, two more logic 
levels depicting the ramp are required to be modelled in 
addition to the logic ‘1’ and logic ‘0’ such that all the four 
periods share the same time length. Fig.1 shows the trapezoidal 
power-clock with four equal periods. 

Fig. 1. Trapezoidal power-clock.
To the author’s best knowledge and the literature review 

carried out, the first modelling in VHDL of adiabatic logic was 
done by M. Vollmer and J. Gotze in 2005. The authors 
described the adiabatic logic in VHDL for a systolic array with 
precise timing and bit-true calculation [6]. The work presented 
in the paper included the description of the logic blocks that 
requires 4-phase clocking scheme but, however, they used one 
global clock net in place of the 4-phase power-clock for cascade 
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logic designs. In addition, the authors also did not model the 
dual-rail encoding of the input and output signals. After a year, 
Laszlo Varga et.al, demonstrated a two-level pipelining 
scheduling of the adiabatic logic design using integer linear 
programming formulation and a heuristic scheduling [7]. In this 
work, the authors presented the VHDL description for the 
functional simulation of the synthesized adiabatic datapath 
along with the non-adiabatic portion of the digital system. This 
method mainly concentrated on producing a pipeline schedule 
of the power-clock behaviour of the adiabatic logic but did not 
model the power-clock and the dual-rail behaviour of the 
adiabatic logic. In 2010, David John Willingham [8] specified 
Asynchrobatic Logic in Verilog, an industry standard Hardware 
Description Language (HDL). The author first demonstrated the 
idea in a single-rail scheme and then extended it to a dual-rail. 
The latter was found to be absent in Vollmer and Laszlo’s 
modelling. The modelling of the dual-rail inputs and outputs 
found to be beneficial in detecting an invalid circuit operation 
to some extent. Three states namely; valid (logic ‘1’ or logic 
‘0’), invalid and inactive were defined. This approach too did 
not model the trapezoidal power-clock in HDL, rather, the 4-
phases of the power-clock were generated using the square 
waves. Although all the above-mentioned papers demonstrated 
the pipeline timing, none observed the adiabatic principles, i.e., 
the circuit produces a valid output signal when the input and the 
power-clock supply signal are at 90o phase difference. 
Additionally, the power-clock is depicted by a square-wave 
which combines the evaluation and hold period of the 
trapezoidal power-clock as logic '1', whereas, the recovery and 
idle periods as logic '0’. Therefore, the use of a square wave will 
cause the circuit to malfunction if a significant clock skew 
and/or delay between the power-clock and the input logic signal 
exists.

1.2. Contribution of this paper

The focus of this paper is to develop a VHDL-based 
modelling approach for the functional simulation of the 4-phase 
adiabatic logic circuits such that the design and validation time 
is reduced in a large complex adiabatic system. The main 
contributions of this paper are as follow;

1) Shortcomings of the existing HDL-based approach is 
discussed and a new approach using VHDL is presented.

2) The exact behaviour of the trapezoidal power-clock is 
represented by modelling all the four periods distinctively 
using VHDL.

3) The proposed approach detects the circuit’s invalid input 
operations by monitoring the generated complementary 
outputs.

4) The proposed approach includes the modelling of the dual-
rail input and output signals.

5) The functional aspects of the proposed approach are verified 
for a 2-bit ring counter and a 3-bit up-down counter. 

1.3. Structure of the paper

Section 2 describes the 4-phase adiabatic logic technique. 
Section 3 presents the existing and the proposed HDL approach 
for modelling adiabatic logic. The digital simulation using the 
proposed approach for adiabatic logic is presented in section 4. 
This section demonstrates the method of encoding trapezoidal 
waveforms using VHDL, conversion of dual-rail pulse-input to 
adiabatic signals and encoding of invalid inputs for precise 
timing. A comparison between the SPICE simulations of the 

PFAL NOT/BUF gate with that of the proposed modelling 
approach is also presented in this section. Section 5 demonstrate 
the comparison and validation of the proposed VHDL 
modelling with SPICE simulation results based on the case 
study of a 2-bit ring-counter and a 3-bit up-down counter. The 
conclusion of this article is presented in section 6.

2. Adiabatic Logic Technique

For devices such as smart cards, working around 13.56 MHz 
frequency, the adiabatic logic technique seems to be one of the 
attractive solutions to achieve low-power operation [9]. The 
energy dissipation of the adiabatic circuits infinitesimally tends 
to zero if the switching time is slowed down. It achieves reduce 
energy dissipation by the use of a slowly changing power-clock 
which allows approximately constant current 
charging/discharging thus, avoiding current surges. A decreased 
energy dissipation with increased switching time is, therefore, 
the defining property of an adiabatic switching [10]-[13]. In 
addition, adiabatic logic technique gives an additional advantage 
of recovering the stored energy back to the power-clock during 
the discharging/recovery period of the power-clock by the use of 
a power-clock generator [14]-[20]. The power-clock generator 
can be implemented either using a stepwise charging circuit 
[14]-[16] or using resonant inductor-based circuit [17], [18]. 

The mathematical relationship for the energy dissipation also 
known as Adiabatic Loss (AL), ED, using a ramp during the 
charging phase is given as;

𝐸𝐷 =
𝑅𝑂𝑁𝐶𝐿

𝑇𝑟
 𝐶𝐿𝑉2

𝐷𝐷                     (1)

Where CL is the lumped load capacitance at the output node 
of the circuit, RON is the resistance of the charging path and VDD 
is the maximum supply voltage. The detailed derivation of (1) 
can be found in [12]. According to (1), it is possible to reduce 
the energy dissipation to an arbitrary degree by increasing the 
ramping time to ever-larger values. However, there is a practical 
lower limit to the ramping time value due to the increased 
leakage at longer ramping times.

For more than two decades, adiabatic logic has been widely 
studied and various adiabatic logic families have been proposed 
[21]-[26]. Single phase [21] and 2-phase [22] adiabatic logic 
families are less complex due to the low complexity of power-
clock generator but, have high computation time [23]. In 1996, 
A. Vetuli et al. [24] presented Positive Feedback Adiabatic 
Logic (PFAL), as a new adiabatic logic family, which makes use 
of a CMOS positive feedback amplifier. It is very similar to 
IECRL [25], but its evaluation tree is connected between the 
power-clock and the outputs as shown in Fig. 2. 

Fig. 2. PFAL buffer [24].

PFAL has been chosen for the comparison with the proposed 
modelling approach. In adiabatic logic, logic ‘1’ is represented 
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by the waveform shown in Fig.1 whereas logic’0’ represents the 
signal at the ground potential. In Fig. 2, when input ‘A’ is logic 
‘1’ its complementary input signal ‘Ab’ will be at the ground 
potential. The transistor N3 turns ON when signal ‘A’ crosses 
the threshold voltage of N3 and the output node ‘out’ start 
following the power-clock. When the output node ‘out’ reaches 
the threshold voltage of the transistor N2, it is turned ON and the 
node ‘outb’ is held at the ground potential. When PC is ramping 
down, during the recovery period, the input ‘A’ has already 
settled to ground. The node ‘out’ follows PC until it reaches the 
threshold voltage of the transistor P1. The residual charge on the 
‘out’ node will be discharged non-adiabatically in the next 
power-clock cycle. 

Other 4-phase adiabatic logic families such as IECRL [25], 
EACRL [26] and ECRL [27] is also applicable for the 
comparison. These adiabatic logic families also suffer from 
Non-Adiabatic Loss (NAL) arising because of the threshold 
voltage degradation. This part of the non-adiabatic discharge is 
independent of the frequency but, however, it can cause high 
energy dissipation for large adiabatic system designs with high 
fan-out and is defined by (2) as ENAL; 

ENAL = 
1
2𝐶𝐿𝑉𝑡

2                               (2)

According to the adiabatic principle, it is important that the 
inputs remain at the same logic state during the rising or falling 
of the power-clock supply to avoid any non-adiabatic energy 
dissipation. Similarly, with 4-phase power-clocking scheme 
input and the power-clock signals must have 90o of phase 
difference with each other which is shown in Fig. 3. The power-
clock can be broken down into four equal time periods namely; 
Evaluation (E), Hold (H), Recovery (R) and Idle (I). All the 
nodes in an adiabatic logic should follow the same adiabatic 
principle of charging and discharging in order to achieve low 
energy dissipation. For instance, in the cascade logic during the 
evaluation period of the power-clock (PC1), the input must be at 
the same logic state to produce a valid output in the hold period. 
Similarly, the second stage will sample its input while the output 
of the first stage is at the same logic state (hold period) and so 
on. This behaviour forms a pipeline, such that at every power-
clock phase one input and one output is processed.

Fig. 3.4-phase power-clocking scheme and input signal.

Recently proposed work on the performance comparison of 
the adiabatic logic families working in single-phase, 2-phase and 
4-phase power-clocking scheme [28], [30] and on the power-
clock generator [14], [15] have contributed to the knowledge 
base and dispelled a myth on the adiabatic logic capability of 
providing an energy efficient alternative to the non-adiabatic 
logic. In [28], [30] the authors show that the 4-phase adiabatic 
system is the most promising in terms of performance and 

energy requirement in comparison to the single and 2-phase 
adiabatic logic designs. The 4-phase adiabatic logic is implicitly 
pipelined and glitch-free. This suggests that the critical path is 
not a concern. Though various 4-phase energy-efficient 
adiabatic logic families have been proposed in the past two 
decades, where each encompasses many novel ideas and saves 
considerable energy compared to the non-adiabatic logic, the 
literature still lacks addressing the issues related to fast design 
and validation of the adiabatic logic used in a complex system 
design as accurately as possible

3. Encoding of HDL models 

The most difficult part of modelling the adiabatic logic 
using conventional HDLs is that these languages are made 
entirely for encoding two logic levels (‘0’ and ‘1’) and is either 
‘level’ or ‘edge’ sensitive. With the adiabatic logic, having 
trapezoidal power-supply, the gates operating during a specific 
period must follow the adiabatic principle. In this work, we 
categorized two encoding styles: previously used voltage-level 
event-based encoding style and the proposed multi-level event-
based encoding style.

3.1 Voltage-level Event-based Approach

So far voltage-level event-based approach is commonly 
used for encoding the behaviour of the power-clock in adiabatic 
logic which is similar to the non-adiabatic logic designs. It uses 
two logic levels to represent the four periods of the adiabatic 
power-clock. The logic ‘1’ of the power-clock signal represents 
the evaluation (E) and hold (H) period of the trapezoidal power-
clock, whereas, the logic ‘0’ represents the recovery (R) and 
idle (I) period of the trapezoidal waveform. Fig. 4 shows the 
voltage-level encoding style. The adiabatic logic modelled 
using this style uses the clock signal as the power-clock. 

Fig. 4.Voltage-level event-based encoding.

3.2 Multi-level Event-based Approach

In order to improve the existing HDL models, a multi-level 
event-based approach is proposed to model the four equal time-
periods of a trapezoidal power-clock. In this approach, the hold 
and idle periods of the power-clock are denoted as logic ‘1’ and 
logic ‘0’ respectively. On the other hand, the evaluation and the 
recovery period are encoded with an intermediate state marked 
as ‘X’. It should be noted that both the evaluation and the 
recovery periods share the same duration of the ramp. This 
approach is not straightforward, as apart from generating the 
power-clock with three logic levels, the adiabatic inputs must 
also be generated with three logic levels for correct 
functionality and timing analysis. Fig. 5 shows the trapezoidal 
power-clock encoded using three logic levels. 

Fig. 5. Multi-level event-based encoding.
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4. VHDL-based Approach for 4-phase Adiabatic Logic 

One of the advantages of HDL modelling is that the design 
can be simulated with logic simulators and can be interfaced 
and mixed with the non-adiabatic logic designs for effective 
design solutions. Apart from modelling the power-clock, the 
adiabatic inputs must also be modelled for proper interfacing 
and correct functionality. The trapezoidal power-clock used at 
the transistor level is first encoded in standard logic to capture 
the timing behaviour of the adiabatic logic. This is followed by 
interconnection modelling (pulse input to adiabatic conversion) 
and gate-level modelling.

4.1 Modelling Trapezoidal power-clock

To realize the trapezoidal power-clock in standard logic, a 
multi-level approach is proposed as depicted in Fig. 5. Four 
states are required for representing four-periods. Each state is 
encoded based on the logic levels required. The four states can 
be easily generated using two D flip-flops. For simplicity, we 
forced the flip-flop outputs externally using the clock signal 
‘CLK’ as a two-bit counter generating four states. Fig. 6 shows 
the VHDL simulation for generating the adiabatic power-clock 
signal. This approach can also be easily applied for other power-
clocking schemes such as single-phase, 2-phase and Bennett 
clocking used in adiabatic logic designs. However, it will not 
be straightforward to deploy in 2-phase and Bennett clocking 
due to the long idle period for the former [23] and long hold and 
idle period for the later [31] power clocking scheme. A part of 
the VHDL description of the power-clock generation is shown 
in Fig. 7. The 4-phases of the power-clock coded similarly with 
each successive Power-Clocks (PC) are assigned with a value 
shifted by one count.

Fig. 6.VHDL simulation for generating a power-clock signal.

Process (CLK) is
Begin
if CLK ="00" then    //Idle Period//

PC<= '0';
elsif CLK = "01" then  //Evaluate Period//

PC<= 'X' 
elsif CLK = "10" then  //Hold Period//

PC<= '1';
elsif CLK = "11" then  //Recovery Period//

PC<= 'X';
End if;

End Process;

Fig. 7.A part of the VHDL code for a power-clock generation.

The four periods of the power-clock are defined in a package 
as a function called “Adiabatic Signal”. The package is shared 
between different VHDL models to develop the cell library of 
the basic adiabatic logic gates. A function defining the 
EVALUATE_edge is shown in Fig. 8. 

Function EVALUATE_edge (Signal s : 
std_ulogic) Return Boolean is
Begin

Return (s'event AND (To_X01(s) = 'X') 
AND (To_X01(s'last_value)= '0'));

End Function;

Fig. 8.User-defined power-clock period as a function.

4.2 Conversion of the dual-rail pulse input to adiabatic inputs

One of the key requirements for the adiabatic logic to 
perform correctly is the generation of adiabatic inputs using a 
multi-level encoding approach. In an adiabatic logic, the input 
must be in the same logic state (hold period) during the 
evaluation period of the power-clock. This behaviour is 
captured in the proposed modelling by having the inputs to 
arrive one phase earlier than the power-clock such that a more 
realistic modelling, representing the adiabatic logic is 
represented. Similar to the modelling of the power-clock, the 
pulse input to adiabatic conversion also requires four states and 
depending on the input pulse (IN, INb) having logic levels ‘0’ 
or ‘1’, the complementary adiabatic signals (A, Ab) are 
generated. An equivalent dual-rail adiabatic outputs (A, Ab) are 
generated from the dual-rail pulse signals (IN, INb). Fig. 9 
shows the VHDL simulation for generating adiabatic input 
signals for one power-clock phase. Similarly, the adiabatic 
inputs are generated for other power-clock phases.

Fig. 9.Conversion of the dual-rail pulse input to adiabatic 
inputs.

4.3. Gate-Level Modelling

The VHDL modelling for an adiabatic NOT/BUF gate is 
collectively done using the power-clock generator, pulse input 
to adiabatic input (multi-level) conversion and the package 
defining the four periods of the power-clock. Using the 
proposed modelling, the conceptual block diagram of the 
adiabatic NOT/BUF gate is shown simplified in Fig. 10. 

Fig. 10. A conceptual block diagram of an adiabatic NOT/BUF 
gate.
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The timing behaviour of the SPICE simulation of the 
adiabatic logic was captured and is described in the flowchart, 
shown in Fig. 11. The flowchart represents the behaviour of 
how the adiabatic gate is modelled. First, the power-clock and 
the adiabatic inputs are generated from the pulse-input and then 
checked for the timing violation, such that it follows the 
adiabatic principle. Thereafter, the package containing the 
“Adiabatic Signal” is generated. All the above are then supplied 
to the adiabatic behavioural core which generates the dual-rail 
output.

Fig. 11. Flowchart of the Adiabatic NOT/BUF gate.

The modelling of the adiabatic core is conceptualized for a 
dual-rail PFAL NOT/BUF gate generating the complementary 
outputs (Out, Outb). A fragment of the VHDL description of 
the NOT/BUF adiabatic gate is shown in Fig. 12. The code 
checks the invalid input condition in each of the four periods 
for any violation. The four periods of the power-clock are 
defined as the level sensitive signals. 

The waveform of the adiabatic NOT/BUF gate encoded 
using VHDL is shown in the Fig. 13 (a). Similar to the transistor 
level design, the output follows the power-clock based on the 
input being processed. The proposed method produces the same 
behaviour as that of the SPICE level simulation. The four 
power-clock periods are defined in a package which is used in 
all the adiabatic VHDL description files by placing the ‘USE’ 
directive in the VHDL program. The output waveforms using 
the proposed VHDL modelling and the SPICE simulation are 
shown in Fig. 13 (a) and (b) respectively. The VHDL simulation 
shows the precise timing as depicted in the SPICE simulation. 
Moreover, the proposed modelling has an additional advantage 
of detecting an invalid input, which the SPICE simulations and 
the previously defined modelling approaches in the open 
literature fail to identify. The more detailed analysis of 
modelling an invalid state accurately is given in the next 
subsection.

For all the other adiabatic logic gates such as AND/NAND, 
OR/NOR, XOR/XNOR and MUX/DeMUX, it was assumed 
that the functional behaviour can be described similar to the 
adiabatic NOT/BUF gate. However, due to the dual-rail inputs 
in the adiabatic logic, the state-checking complexity for each 

power-clock period in the HDL behavioural code doubles for 
every increase in the number of input. As a result, the functional 
simulation and timing verification of all the gates with two 
inputs and above is performed by combining the functional part 
and the adiabatic NOT/BUF gate. The NOT/BUF gate used here 
helped in following the adiabatic principle and identifying the 
invalid complementary inputs while synchronizing the outputs 
for correct timing characterization.

Process (PC, A, Ab) is
Begin 

// Idle Period
if PC=’0’  then

Out <= PC;
Outb<= PC;

elsif PC='0' and EVALUATE_edge (A) and 
EVALUATE_edge(Ab) then // invalid state

Out<= 'Z'; 
Outb<='Z';

// Evaluation Period
elsif PC=’X’ and HOLD_edge (A) and HOLD_edge 
Ab) then // invalid state

Out<= ‘Z’; 
Outb<=’Z’;

elsif PC=’X’ and HOLD_edge (A) then   
Out <= PC; 
Outb<='0';

elsif PC=’X’ and HOLD_edge (Ab) then 
Out <= '0'; 
Outb<=PC;

// Hold Period
elsif PC=’1’and RECOVERY_edge (A) and 
RECOVERY_edge (Ab) then // invalid state

Out <= ‘Z’; 
Outb<=’Z’;

elsif PC=’1’ and RECOVERY_edge (A) then
Out <= PC; 
Outb<='0';

elsif PC=’1’ and RECOVERY_edge (Ab) then
Out <= '0'; 
Outb<=PC;

// Recovery Period
elsif PC=’X’ and IDLE_edge (A) and IDLE_edge 
(Ab) then // invalid state

Out <= ‘Z’;
Outb<= ‘Z’;

elsif PC=’X’ and IDLE_edge (A) then     
Out <= PC; 
Outb<='0';

elsif PC=’X’ and IDLE_edge (Ab) then   
Out <= '0'; 
Outb<=PC;

End if;
End Process;

End Behavioral;

Fig. 12. VHDL description of the NOT/BUF adiabatic gate.

Fig. 14 shows, for a two input AND/NAND gate, how the 
dual-rail VHDL is conceptualized as a logic function combined 
with a NOT/BUF gate for timing characterization. The 
collection of all the logic gates described in VHDL formed the 
cell library.
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(a)

(b)

Fig. 13. Waveform results for PFAL NOT/BUF gate (a) VHDL Model (b) SPICE.

Fig. 14. Conceptualization of 2-input dual-rail AND/NAND 
gate for timing characterization.

4.4. Time Mapping

In the existing HDL modelling approaches, timing issues 
exist and circuit malfunction due to the clock skew and signal 
delays. This can be visualized in Fig. 15 (a), where it shows the 
waveforms of a NOT/BUF PFAL gate using square wave. For 
simplicity only, the signals which are logic ‘1’ are shown. The 
power-clock is represented by PC, input ‘A’ is logic ‘1’ whereas 
the signal ’Ab’ is logic ‘0’ (not shown). The output of the gate 
is ‘out’. From Fig. 15 (a), it can be seen that an incorrect output 

occurs when the input arrives early with respect to the power-
clock by a certain period. The same condition can occur if the 
power-clock is either delayed or arrives early. In a small circuit 
such errors can be detected easily, but for a large circuit, such 
errors will be time-consuming. To show the validity of our 
proposed approach same simulation was performed under 
similar conditions. From Fig. 15 (b) it can be seen that the 
proposed approach is robust as it produces a valid output when 
the adiabatic principle is violated by early and delayed input. 

The operation of an adiabatic gate can be somewhat 
complex to model accurately.  Although the trapezoidal power-
clock has been modelled as precise as possible for all the four 
periods distinctly, the circuit can still malfunction if the invalid 
inputs and the power-clock synchronization issues [32] are not 
considered. Thus, it is essential to consider the invalid 
conditions and model them as accurately as possible for precise 
timing in VHDL. 

The invalid conditions occur mainly due to the two cross-
coupled inverters forming a latch (Fig. 2), which retains the last 
value stored on the complementary output nodes. For example: 
if the complementary inputs (A, Ab) are at logic ‘0’ (invalid 
state), the outputs will retain the last value stored on it. This
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(a)

(b)

Fig. 15. Example of simulated waveforms of delayed and early arrival of inputs. (a) The existing approach shows the violation for 
early input arrival (late power-clock arrival) and produces the wrong output (out), (adiabatic principle violation) (b) no violation 
using the proposed approach.

suggests that if the last value on the two output nodes (Out and 
Outb) is logic ‘1’ and logic ‘0’ respectively then the same value 
will be retained. The corresponding invalid condition is 
depicted in the Fig. 16. This, invalid input operation in a large 
circuit will be difficult to debug, specifically in the case when 
functionally, the logic value ‘1’and ‘0’ is expected on the two 
output nodes. In addition, this invalid circuit operation will lead 
to high energy consumption, due to the non-adiabatic loss  
(NAL) [33]. This can be seen in the Fig. 16, when the 

complementary inputs are at logic ‘0’, the two outputs do not 
discharge to the ground potential. On the other hand, if the 
complementary inputs are both logic ‘1’, then the 
complementary output nodes will be charged through the 
pMOS transistors, see Fig. 2, which follows the power-clock. 
At the same instant the nMOS transistors (connected to ground 
potential) will discharg the output nodes to ground, settling the 
two output nodes at some intermediate value. These invalid 
conditions are depicted in Fig. 13 (b) and Fig. 16.

Fig. 16. SPICE waveform results for PFAL NOT/BUF gate with invalid outputs
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Our proposed VHDL model can easily identify the errors 
caused by the complementary inputs when both are at logic ‘0’, 
which the SPICE simulation fails to identify. In this case, the 
circuit remains inactive, that is, the complementary output 
voltages remain at logic ‘0’, detecting an invalid input 
condition. Similarly, when the complementary inputs are at 
logic ‘1’, the complementary output nodes remain at a high 
impedance state encoded by ‘Z’. The above invalid operations 
are shown in Fig. 13(b). Thus, two different states, ‘0’ and ‘Z’ 
are used when the complementary inputs are driven to the same 
logic values (invalid conditions). This helps in identifying the 
value of the invalid inputs precisely.

5. Simulation Results

The 4-phase adiabatic logic family used for the SPICE 
simulation is PFAL. The transistor sizes are set to the technology 
minimum (Wmin=Wn=Wp=220nm, Lmin=Ln=Lp=180nm). 
The SPICE simulations were performed with the Spectre 
simulator using the Cadence EDA tool in a ‘typical-typical’, TT 
process corner using TSMC 180nm CMOS process at 1.8V 

power supply. The simulation is performed at 10MHz, chosen as 
a round number close to the 13.56MHz smart card center 
frequency. For all the other adiabatic logic gates such as 
AND/NAND, OR/NOR, XOR/XNOR and MUX/DeMUX the 
VHDL behaviour is described by combining the functional part 
and the adiabatic NOT/BUF for timing validation.

Using our homegrown cell library, the structural models of a 
2-bit ring counter and a 3-bit up-down counter were successfully 
verified. The circuit functionality and timing verifications were 
done using HDL Designer from Mentor Graphic. The time 
period of the power-clock was taken as 100ns, having equal time 
for the four periods of the power-clock i.e. 25ns each. The 
simulation setup for VHDL is similar to that of SPICE so that 
uniformity and comparability are maintained across both the 
simulations.

Since the twisted ring counter is able to self-initialize from 
an all-zeros state and does not have any external inputs, it is an 
ideal vehicle for comparing the VHDL implementation with the 

(a)

(b)

Fig. 17. 2-bit ring counter output waveforms (a) VHDL Model simulation (b) SPICE simulation
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Fig. 18. Circuit diagram of a dual-rail adiabatic designed 3-bit 
up-down counter.

SPICE simulation. The 2-bit adiabatic twisted ring counter 
consisting of two D flip-flops [28]. The complete design of the 
4-phase 2-bit ring counter is given in [28]. The reset input is 
given as a step signal, not converted to multi-level adiabatic 
input. Fig. 17 (a) and (b) shows the two output waveforms, one 
generated using the VHDL simulation and the other using the 
SPICE simulation respectively. As can be seen from Fig. 17 (a) 
and (b), there is no variation in the timing of the VHDL 
simulation in comparison to that of the circuit simulation 
waveform of the ring counter

As the ring counter does not employ any combinational 
logic, a 3-bit up-down counter is modelled using HDL. The dual-
rail reset signals are coded and converted to the multi-level 
adiabatic inputs (RES and RESb). The counter starts counting 
only when the reset signal ‘RES’ is high. Depending on the ‘CD’ 
and ‘CU’ signals, the counter either count down or up. The 
boolean expression for the 3-bit up-down counter is given in [30] 
and its corresponding circuit diagram is given in Fig. 18. The 
VHDL simulation waveform alongside the SPICE simulation 
for the 3-bit up-down counter is shown in Fig. 19 (a) and (b) 
respectively. The counter design reveals the accuracy of the 
modelling in terms of timing and representation of the adiabatic 
logic technique                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              

6. Conclusion

VHDL provides a fast methodology to reduce the amount of 
time required for synchronizing and detecting design errors at an 
early design phase. This paper presents a new VHDL-based 
modelling approach for the 4-phase adiabatic logic circuits 
through the implementation of the 2-bit ring counter and 3-bit 
up-down counter. The exact behaviour of the trapezoidal power-
clock is represented by presenting all the four periods 
distinctively using VHDL using the proposed approach. The 
shortcomings of the existing approaches especially of using a 

(a)
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(b)

Fig. 19. 3-bit up-down counter output waveforms (a) VHDL Model simulation (b) SPICE simulation

square wave as a power-clock is demonstrated. The simulation 
results of the NOT/BUF PFAL gate shows that if either the 
power-clock or the input signal is delayed or arrives early then 
the existing approaches malfunction and violates the adiabatic 
principle. Whereas, our proposed approach works functionally 
correct and obeys the adiabatic principle. The proposed 
approach further shows the precise timing mapping which is in 
agreement with that of the SPICE circuit level simulations. The 
simulation results of the two design examples of the counter 
circuits confirms the validity of our proposed modelling and 
hence can be used for the design and validation of a large 
complex 4-phase adiabatic system. 
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Highlights

 A new approach for modelling 4-phase adiabatic logic circuits using VHDL is 

presented

 The proposed approach includes the modelling of the dual-rail input and output signals.

 Shortcomings of the existing HDL-based approaches are discussed.

 The exact behaviour of the trapezoidal power-clock is represented by modelling all the 

four periods distinctively.

 The functional aspects of the proposed approach are verified for a 2-bit ring counter 

and a 3-bit up-down counter. 


